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Belle Il experiment Belle Il distributed computing (DC) system
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* Next-generation B factory experiment >vwx< - < * A system to distribute calculating/saving data to world-wide computing resource
with an electron-positron collider at Tsukuba e g, ¥ (ct. The predecessor used only 1 big computing site at KEK)
-- Search CP violation from B decay, Lgpton Flgvor \(lolatlon, * Operate with following software
Hadron spectroscopy etc... (Competitive topics with LHCDb) |
— Efficient physics analysis is important -- Processes are executed by Belle Il Analysis Software Framework (basf2)
— Distribute it to computing resources by Cern VM File System (CVMFS)
Belle (Predecessor) Belle I _ , ODIRAC
ooz S -- Software to interconnect among users and heterogeneous computing resources ("% )

— Extend it according to our requirement (called by BelleDIRAC)
Manage jobs and files on DC system
Submit jobs using basf2 to DC system

* Job execution workflow

Peak luminosity 2.1 x 10°* cm™s™! % 30:%> 6.0 x 103 cm~2s~! (designed) O Workload Management System Sites Job Contents
A . .
|ntegrated lumi. 1 ab—l x50 » 50 ab—l JobManager =p P WN[|['SE DIRAC client install
((‘ " < e H % Job Wrapper
-- Need huge computing resources to process and save data, = SN aglf ¥ Downicar scripts/ input les
. . . .. InputData ake ~1.sec. xecute analysis scnpt§
produce massive simulation samples, execute analysis jobs and so on. = ek PR Upload output file / log file
— Computing requirement: ¥ o i = Job Wrapper
O(105) CPU cores, O(100 PB) storage, O(1000) collaborators TaskQueueDB —L aystom Job iapper
o] rapper

Job efficiency in 2019

Cumulative executed jobs in 2019 Failure reasons

Mjobs

.| M Failed

Max: 31.5, Min: 0.47, Average: 16.8, Current: 31.5

* 32M jobs were submitted to our DC system, and 6% were failed

— Main cause was problematic analysis script
— Ratio of analysis jobs was the highest

For all jobs,

Python Syntax Check

at local environment

‘Examples) ) and load input data etc...

e Syntax error
* basf2 error
* Execution time is too long
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Goal of my study

* Reduce failed jobs coming from problematic scripts

— Firstly, implement following 2 features for analysis jobs

For huge job submissions,

Execution of Scout Jobs

on Belle Il DC system

* If huge problematic jobs are submitted to DC system simultaneously,

________________________________ Others (3%) . . g
*1 32M jobs Killed (3%) this makes job efficiency worse
"| @ Done Stalled (18% -- | ' i '
| gl L / . - (18%) It occupies worker nodes for a few minutes per 1 job to authenticate

-- It triggers system trouble, and reduce available time of computing resources

* Method: Compile scripts at local * Method: Automatically submit test jobs (scout jobs), main jobs are submitted if the test succeeds.
- Use a existing python module (py_compile) Scout jobs: copied from main jobs
— Can detect simple syntax error without - Has the same analysis script and the same input data — Can test under more realistic condition
file execution. (e.g. open (), “”) . . .
-- Reduce processing events = Can reduce execution time for test
* Advantage of user: Realized a careless -- Information of scout jobs are registered as job parameters for main jobs
mistake quickl
g y % New DIRAC module to develop Workload Management System
x Prescription for different Python version: New EXecutor ok for Job scheduling): ® s
basf2: python version 3.6 - Stop to register main jobs to TaskQueueDB JobManager e
gbasf2: python version 2.7 New Agent (e 352 | it | Beetin |
— Possibly kick out python3 features WA | o CP 3334 | dev_hirata | Scouting |
incompatible to python2 (e.g. fstring) (Component to perform actions periodically): - —
-- Monitor status of scout jobs InputData .

If not, use python3 under local environment

TaskQueueDE System
Stf " * Workflow: : :
CVMFS exists? No 1. Copy a part of main jobs as scout jobs, and Register all the jobs into JobDB
—— py_cgﬁ]sp”e 2. The new executor filters out main jobs, while only scout jobs go through into TaskQueueDB
under CVMFS 3. Submit scout jobs to computing sites
o Sulceeds? NG 4. The new agent monitors status of scout jobs
. Yes | 5. If scout is failed, change status of all main jobs by “Failed”, and do nothing any more

Compile analysis scripts
with python3

Compile analysis scripts
with python2

according to final status of scout jobs

If scout succeeds, submit main jobs to computing sites

JobSch_eduIinI ‘

JobSubmission

* Status: Test at production environment
. . 171693548 B Failed Failed in scouting Prod_test_scoutFail_1026 User
* Status: Complete deplcylng at prOdUCtlon env- gDevelop a” the neW Component at development 171693547 Bl Failed Failed in scouting Prod_test_scoutFail_1026 User
server with Single COmpUting sites 171693546 || Failed  Failed in scouting Prod_test_scoutFail_1026  User
import basf2 as b2 - aile ailed in scoutin rod_test_scoutFai ser
testSteeri test = ‘Hello World' ' Implement basic structure of the framework 7i6osees W Faled - Falledin scouting rod-testscouTalIOR
eS eerlngpy print(f‘string value: {test}’) . . . . . . 171693544 B Failed Failed in scouting Prod_test_scoutFail_1026 User
# new feature incompatible python2 at CertlflCatlon server Wlth mUltlple ComPUtlng SlteS 171693543 Jll Faled  Application Finished With Errors ~ Prod_test_scoutFail_1026  UserScout
print(‘test) # should detect by this feature IQ'EXD ose prObI ems un d er Certifi Cati on server Wlth 171693542 I Failed  Application Finished With Errors  Prod_test_scoutFail_1026  UserScout
i2ii:;igi\:gi*gg:i:‘i;g:;I"]ki*ggiiii*iiiiii::;izg*zi multlple Computlng Sltes and Solve them 171693263 lll Done Execution Complete Prod_test_scout_1026 User
File "testSteering.py"”, line 9 I I t th f kt d t . t 171693262 . Done Execution Complete Prod_test_scout_1026 User
Output print("teStl mp emen IS Tramewor O pro uction environmen 171693261 Il Done Execution Complete Prod_test_scout_1026 User
SyntaxError: EOL while scanning string literal J Step‘l ThlS framework |S used Only When user SpeCIfy 171693260 lll Done Execution Complete Prod_test_scout_1026 User
T T T T RS R S T S T ST R S RS S . i7" 9 171693259 B Done Execution Complete Prod_test_scout_1026 User
Please fix the SyntaxError. an Optlon --scout -
Are you sure to submit the project? . . 171693258 B Done Execution Complete Prod_test_scout_1026 UserScout
Please enter Y or N: || Stepz This framework is used by default 171693257 [l Done  Execution Complete Prod_test_scout_1026 UserScout
Summary

The Belle |l experiment introduce a distributed computing system, but job execution efficiency was 94% in 2019. The main cause was problematic analysis
scripts. We implemented a python syntax checker and execution of scout jobs so as to reduce the failed jobs. We introduced them experimentally. They will

provide us efficient analysis on the system.




