Improvement of analysis job efficiency

_ Hikari Hirata
at Belle Il distributed computing system  QEELEREY

Belle Il is next-generation B factory experiment
with an ete- collider at Tsukuba, Japan
— Started to take data in 2019, and
accumulate data by ~2030
(File size: O(100) PB)

Huge computing resources are required
—QOperate with distributed computing system

Cumulative executed jobs in 2019

*1 32M jobs

6% jobs were failed in 2019, and " :Done
: : : : . - Rescheduled

Main cause is problematic analysis scripts .| mFailed

— It makes analysis job efficiency worse...
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To prevent mass failure of jobs, 2 features are developed

For all jobs, For huge job submissions,
Python Syntax Check Execution of Scout Jobs
at local environment on distributed computing system
Workload Management System
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— |n this poster, overview about the system and the features will be given



