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A look back ... Run-1 in a Nutshell

20 Nov 2009 8 Nov 2010 Nov 2011 20 Jan 2013
First beams PbPb 2.76 TeV/n PbPb 2.76 TeV/n pPb
20091; 2010 l ; 2011 v 2012 .1 2013
] | |
30 Nov 2009 30 Mar 2010 |13 Mar 2011 | Feb 14 2013
Collisions @  Stable collisions | 7 TeV start with | Start LS1

236TeV | @7TeV . beam

ATLAS/CMS Pile-up (interactions per bunch crossing)

0(2) :> 0(10) :> 0(25) Run-1: 50 ns LHC

bunch spacing
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Run-1 Achievements: ATLAS + CMS

CMS Integrated Luminosity, pp, 2012, Vs = 8 TeV

Z‘ 30_ T T T T T 1T 1T 1T 77 I R Data included from 2012-04-04 22:37 to 2012-12-16 20:49 UTC
- 25 : . : . . :
= ATLAS - . EEEm LHC Delivered: 23.30 b '
2 25— Preliminary 2012, \s =8 TeV :z_.% [ CMS Recorded: 21.79 fb '
§ B .LHC Delivered Delivered: 22.8 fb” 3» 20 4120
= . Recorded: 21.3fb™ 0
£ 20 L DATLAS Recorded Physics: 20.3 fb” (=]
3 r Il Good for Physi E 15 15
: ooda 1or YSICS 3 1
é 15— 2
> [ 2011,Ns=7TeV 3
R N = 10¢ 110
€ 10— Delivered: 5.46 b =
© - Recorded: 5.08 fb™ 9
S - Physics: 4.57 b t
~ 5— : 5 15
- g
= 5]
- [
0 o I (\I \I I I I \il CI 0
o pot W odt yat pet g oct LR IRC U U
Month in Year
Recorded Luminosity: Data Taking efficiency =
~ -1 . . .
* ~5fbt @7 TeV recorded/delivered luminosity)

e ~21fbl@ 8TeV

. , * ~94% for both experiment
e Very similar for the 2 experiments

Data quality selection: “all sub-detector good” — 95%
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Run-1 Achievements: LHCb

LHCD Integrated Luminosity

g 223_ ................. ........ — ..................... .................... ......... Integrated (recorded)
N S 0 I urotreh oot I _— . r— .
g E « Recorded in 2011 (3.5 TeV): 1.107 ffb Luminosity:
E ‘1_8:_ ....... Recorded in 2010 (3.5 TaV): 0.038 il | Tl . ~ 1'1 fb-l @ 7 TeV
e S S S S SRR /. A S
- N R D R B P~ B e ~2fbl@8TeV
NP =i N NN SRS SHSRNS WS N o0 AN NN S ) .
E * LHCb nominally designed for
a= 2*1032 cm2s? .,
08 e able to run at twice this number
08 : | : with same performance during
0.4 ;_ ............. ............................ .................... ..................... course Of run 1 !
0.2 :_ ................ gl s o o o
O S i e e ~smie e a0z zme Data Taklng EfﬁCiency

Date

(recorded/delivered lumi):
e 94%

LHCb Efficiency breakdown pp collisions 2010-2012

[ FULLY ON: 93.05 (%)
] HV: 0.54 (%)

[ | VELO Safety: 0.85 (%)
I DAQ: 2.85 (%)
I DeadTime: 2.88 (%)

Data quality selection
e >99%

May 26 2015 S. Zimmermann, FPCP2015, Nagoya



Run-2 LHC Plans & Conditions

S High
Luminosity
LHC

LHC / HL-LHC Plan

LHC
Ls1 EYETS 14 TeV 14 TeV
13-14 TeV energy
5107 x
splice consolidation yminal
7 TeV 8 TeV button collimators s i HL-LHC installation e =
e R2E project regions -
PO T T O T O
radiation
damage
75% . 2 x nominal luminosity =
nominal nominal luminosity || experiment upgrade [F—"" -
luminosity | experiment beam pipes / phrase 1 experiment upgrade phase 2
30 fb™ 150 fb! 300 fb™ luminosity

e +/s=13(14)TeV
25 ns bunch spacing
e L, ~100-150fb?! --10fbtin 2015
* Lyex~13-15-10*cm?st
e ~2500-2800 bunches total
 bunch charge ~ 1.15 10 p/b
* Small emittance/bright beams with BCMS (batch compression,

merging, split) scheme (2.4 2 1.3 um)

~ Run-2

e W~ 40 (ATLAS, CMS)
 [B"=0.55m nominal, 0.8 min 2015 (ATLAS, CMS)

e /s=7(8) TeV
e  50ns bunch spacing
e L.,~30fbt

* Ly~ 7.5-10¥ cm? s
e ~1400 bunches total
 Bunch charge: ~1.6-10'! p/b
e "~ 30 (ATLAS, CMS)

e [B"=0.6 m (ATLAS, CMS)

Run-1
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LHC Restart

* Experiments ready for beam operations from Feb shafts closed = end of LS1 shutdown
* First beam through transfer lines to stopper TDI in front of LHCb on March 7th

First circulating beams during Easter on April 5t |

—— Backin business !

LHC Pagel Fill: 3602 E: 450 GeV 05-04-15 10:37:12

BEAM SETUP: INJECTION PROBE BEAM
' 0.00e+00 3N 8.06e+07 0.00e+00 el 0.00e+00

TED TI2 position: BEAM TDI P2 gaps/mm up: 3.50 down: 3.71

TED TI8 position: BEAM TDI P8 gaps/mm up: 20.07 down: 20.07

FECT Intensity and Beam Energy

BIS status and SMP flags
Comments (05-Apr-2015 10:37:00) Link Status of Beam Permits
Threading with Beam 2
Point 2 done going to point 1

: | AF5: 150ns_104b_93_E8_93_8bpl
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LHC Schedule 2015

Start LHC commissioning

with beam First collisions Scrubbing for 50 ns
operation
Apr May / @ 300 GeV June
Wk 14 15 16 17 18 19 /20 21 22 23 24 25 26
Mo 3p: EasterMon g 13 20 27 / 11 18 Whit o5 4 1 8 15 22
Tu / / 5 M
We Recommissioning with / 7 Ts1
beam gl
Th 2 5 . / 2
= First stable col- g
" 1st May . . n
r_)seip B lisions @ 13 TeV .
Sa 3 /
¥ 50ns /
Su : : : :
Scrubbing for 25 ns vdM scan @
operation B* = 19m, LHCf
July Aug Sep
Wk 27 28 29 30 31 32 33 34 35 36 37 38 39
Mo 23 6 13 20 27 3 10 17 24 3 7 14 21
7
Tu
We L2ap szcond | MD 1 T52 | MD 2 |
Th leune G
Fr
Sa Intensity ramp-up ! Intensity ramp-up
with 50 ns beam with 25 ns beam
Su

v1.4, updated mid April
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LS1 Improvements & Additions
Commissioning Status

Muon Detectors Tile Calorimeter Liquid Argon Calorimeter

Toroid Magnets Solenoid Magnet SCT Tracker Pixel Detector TRT Tracker
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(Selected) LS1 Activities:

ATLAS: Infrastructure & Magnets

Complete maintenance of safety systems, detector and
rack cooling systems (incl. provisions for new systems —
IBL), detector gas systems

Additional 1.5 MVA short-term UPS installation backing
up all detector racks

New beam pipe support with reduced material 2>

reduced contribution to physics background 1MVA UPS in
ATLAS SX1

surface building

Consolidation of ATLAS magnet system, decouple torol
and solenoid recovery in case of fast dump (new He
buffer volume, shorter downtime)

e All completed and commissioned !!

P2015, Nagoya



ATLAS: Muon Spectrometer

Muon Spectrometer = CSC + MDT + RPC + TGC sub-detectors 1

P N , ) EML ) EOL
Improving acceptance [ wes a1l .
1. Installed remaining EE MDT tracking chambers solmmizes; ,;" 3| /{;:‘j’/s i,!:‘] 7

- Nominal TDR configuration (+ ~10%
acceptance in 3-station tracks)

T s Te T & ToTeY0

2. Installed additional tracking and trigger
chambers closing the elevator holes (0.9%)
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ATLAS: Muon Spectrometer

CSC

* Deployed new readout system, previous system
had rate limitations not compatible with 100 kHz
L1 rate for run-2

= Fully commissioned and working well !

e Extracted, repaired and reinstalled chambers with
broken HV

RPC
e Extensive repair campaign for gas leaks (2 teams
during almost full LS1)

TGC

e Replaced 27 chambers with HV problems = ~100%
working fraction restored

* Added inner endcap station chambers into trigger
coincidence to reduce fake L1 muon trigger rate 2>
final commissioning and time adjustment ongoing

MDT _
e Alignment with straight tracks: Dedicated cosmics data taken and currently being analyzed,
special straight track run with toroid magnet off in ~July during LHC intensity ramp up
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ATLAS: LAR Calorimeter

Liquid Argon technology is used for both electromagnetic calorimeter (barrel & endcap) and
in the hadronic + forward endcap calorimeter -

* Repair of broken frontend boards and some broken readout
fibers = back to 100% working detector

e Installed new LV power supplies for full detector (higher
reliability) — done twice after problems with cracked capacitors
detected in spring 2014 - all modules deinstalled, repaired
and put back ...

e Replaced HV power supplies for part of EMEC and for FCal
e Precision current reading
e Fast re-ramping of HV after trip

According shaped
electrode geometry for
optimal uniformity

(=]
[#2]
|
b
S
b Y
w
3,

ol
a~

1][I1[[1[[IIllllllllllllf

sing x |tan®|
Energy [MeV]

 |Implemented advanced algorithms for online detection of
noise bursts and automatic flagging in data quality \ 02
e Automatic flagging of hot cells in trigger towers 0

—_

o
w0
n

—
QU

Jlllllll]lll]ll]ll]'

_]_J_LI_]_LL

- ||IIIII| |nll|||!l 1 III||-
ey
=5

-0.2
ATLAS p-p run: April-December 2012 0.4
Inner Tracker Calorimeters Muon Spectrometer Magnets 06
(Pixel SCT TRT| LAr | Tile MDT RPC CSC TGC Solenoid Toroid Y R R R 11
99.9 99.1 199.8) 99.1 99.6 99.6 99.8 100. 99.6 99.8 9915 Run'l nO|Se bUI’St event cosd x [tan6|
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ATLAS LAR: Beam Splash Events

M ATLAS Prelimi LAr Barrel
Beam splash events on April 7 on closed o
Date: Tue Apr 7 22:44:17 CEST 2015
. o~ . e
collimator before ATLAS ATLAS Preliminary LAr Endcap C ! 2 ATLAS Preliminary LAr Endcap A
Run 260466 Event 24650 = Run 260466 Event 24650
Ce” ener d.strb ton . Date: Tue Apr 7 22:44:17 CEST 2015 2 ;': . Date: Tue Apr 7 22:44:17 CEST 2015
gy I I u I \* E I E 1 =| 1053 E 0‘4 E
X = I B x e
w L | L | L ‘ 1T L ‘ L | L | LI ‘E— 5 g i E ‘E— 5 &
i ,| ATLAS Preliminary 2015 Splash Events @ o ; Y oG 02 i ;
y 10 E = = on il (=3
g = EMB RMS = 1.2 ns 3 8 0 8
Y i . [ -0.2 104
m r T & &
E L i E” -0.4 E”
— w w
o r 1 1 1 1 1 a 1 1 1
5 105 E 08554 02 0 02 04 06 10 08504 02 0 02 04 06 1
o C .|
g - - cosd x [tan@| cosd x |tand|
= - 4 45 -1 05 0 05 1 15
1 = -
_\ oo by b L v s b L b 1 \:
-20 -15 -10 -5 0 5 10 15 20
FEB Time Offset [ns] - - g
w L | LI ‘ T T 1T | L L | T T 1T | L | L H H Y p 5 é — ; E r
: 102 ATLAS Preliminary 2015 Splash Events Timi ng 1 ‘e\ NN T
: = — . . . » T, N it i
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a , .
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ATLAS: TIL Calorimeter

TIL system = hadronic barrel calorimeter, scintillating tiles + iron absorbers

* New Laser-calibration system, currently being commissioned
e First Cs source based calibrations performed
e Goalis to preserve absolute run-1 energy scale

e Replaced LV power supplies = solved LV trip problem in run-1,
main cause for ~1% bad data fraction in run-1 despite automatic
recovery procedure

e Consolidation work o frontend electronics drawers to recover 3-5%
dead towers towards the end of run-1

 New trigger electronics provides coincidence between
TIL and TGC muon chambers = fake rate reduction

| (TILE + EIL4)
|TGC 10<nj<13

Ty NE1.0) —p

Modules with New LVPS(v7.5)
Modules with First 5 Prototypes (v7.3)

30 L Modules with old LVPS(v6) .

ATLAS Preliminary
Tile Calorimeter
20 | —

/ o \ e ‘;_-—L b
L i

15 March-16 Dec. 2012

12301 trips in the Barrel
10 |} .

NSW
13<|nj<24

) - = Tar
o"'_" v N

n=24

n=27
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ATLAS: Inner Detector — TRT/SCT

Inner Detector = TRT + SCT + PIX + new IBL sub-detector  R=1062mm \ Inner

detector

Transition Radiation Tracker g
e Atthe end of run-1 suffered from leaks from cracked

gas connections - for run-2 developed option to run w

part of the detector with Ar instead of Xe-mixture R= Stamm

e Impact on electron identification is small { Al

R =3T1mm
R = 299mm

e Upgrade of DAQ and new readout firmware/data -
compression to cope with high occupancy and >= 100 P'XE'S{ v 5%35?‘:;,/,/;7

kHz L1 rate e
U NTRITTT
Silicon Strip Tracker =i
* Replacement of off-detector optical transmitters which v b H';'u T
had high failure rate during run-1 lnim |||. 1] .l ||||||||||
e |nstallation of additional RODs and back of crate cards “é”d 7y

to cope with run-2 increased pile-up

* Noise and gain identical to run-1, > 99% good channels

2015 TRT baseline (Xe/Ar)

May 26 2015 S. Zimmermann, FPCP2015, Nagoya



ATLAS: Inner Detector -- PIX

and reinstalled in autumn 2013

* On-detector services up to innermost patch panel
replaced

* Opto-electronics relocated to off-detector location for
accessibility outside long shutdowns

* Repaired all accessible module failures

* Increased data bandwidth for run-2 and beyond:
Installed additional RODs/ROCs

SR ' ‘ ' E
@ 9F ATLASPixel Preliminary " End of Run 1 E
3 8 B After Re-installation 3
2 = 7.0% E
= 7E =
8 = 6.3% 3
s °F E
R 5F 40 =
= . - 4.5% E
*;J_(-’ = 3.5% ]
a 3k —
- | 1.9%  2.0% =

2§ 1.9% 1.4% 3

1EY E

0 = | 1 | =

Disk Layer 2 Layer 1 Layer 0
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Existing B-layer

IBL mounted on beam-pipe

ATLAS Inner Detector — IBL

new beam-pipe

Insertable B-Layer = Major new detector installed during LS1

e additional Pixel layer @ 33mm from the beam axis

e 50 x 250 um? pixel size, compared to 50x400 for Pixel)

e Radiation hard up to LS3 (2023) due to 130 nm CMOS
technology

 More robust b-tagging, improved rejection against light jets at
high pile-up

 |[BLinstalled in ATLAS in May 2014

>1000f
: L
8 900}
]

= 800
£ 700
[&}]

& 600}
o =
2 500}
S 400f
o .
© 300

o
= 200

D
2 100

—_—

..... Aaaemns
——

IBL nominal Track Selection
IBL pileup Track Selection

ATLAS nominal Track Selection =
ATLAS pileup Track Selection

IP3D+SV1

0

25 50

Number of pileup interactions
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ATLAS Inner Detector -- IBL

IBL Commissioning, Alignment with cosmics:
e 100% modules working
e >99.9% channels working when installed

* Problems with wire bond corrosion discovered during
assembly were resolved by cleaning and re-doing wire-
bonds for half of the staves

e Taking cosmics data together with Pixel since end of 2014,
incl. special alignment runs with ATLAS solenoid in spring
this year

E24UD LU | L I T T T 1T I LU | LI I T T 11 I T T 1T 1T I T 1T 17T
= F O Before Alignment ATLAS Preliminary 3
2200 |1—40 um, FWHM/2.352197 um IBL =
T 2000F-e After Alignment ) =
@ 1gopE.  ¥=3 Mm. FWHM/2 35232 um Cosmic ray data
Global positions 8 ok s Febuary2015 3
£1600F + 3
known O(1um), S 1400F- =
. 2] - + =
module resolution %1200 . =
~30um !! 1000 + E
800 ¢ =
600E- Yo =
— 11 Fatel -
400 B . %mﬂ%n E
200E- a5 . o
= o ..-__-_:.!,E._!:d Ty ’ ‘!.?t!ﬂix_g!_-
04 03 02 -01 0 01 02 03 04

Local x residual [mm]

W ire bond corrosion
Vs e aly

XPERIMENT

0

Cosmic muon track with PIX
and IBL hits

May 26 2015
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LS1 Improvements & Additions
Commissioning Status
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CMS: Infrastructure

(Selected) LS1 Activities:
e Complete maintenance of safety systems, cooling, gas, ...

* |nstallation of new beam pipe
 Reduced diameter: 45 mm
e Beryllium material for minimal radiation-length
 Geometry optimized and ready for new tracker installation
in extended end of year shutdown 2016
e Construction and installation of shielding walls in both endcaps
to reduce background '

May 26 2015 S. Zimmermann, FPCP2015, Nagoya 20



CMS: Muon System

Muon System = Drift Tubes (DT) + CSCs + RPCs

Completion of the 4" layer el B 808 K R
e Installed 72 new ME4/2 CSC o -
chambers

T
I

* |nstalled 144 new RE4 RPC chambers -]
e Excellent performance
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CMS: Muon System

e Removal, refurbishment and i | -3
reinstallation of ME1/1 g
chambers/chamber electronics — =7 T R E

o E
’ jf Solenoid magnet | E

* Recovery of ~ 1.5% degradation of ——— \ .
tubes from run-1 3

* Installed 3500 new optical links, |
20 new electronics crates {1 RS E

9 to relocate electronics to S It e ety OSSP P STEEE v e s OO SRS {::i_{:{:::_w:----;; """ it i
more accessible place out side
. P CMS DT
the experimental cavern . . 2015
100% Module live fraction (%):
H_
[

RPC: —Kf

e Very low noise: < 0,1 Hz/cm?2

e Low current (no beam): 2010 2011 2012
<2uA/chamber 5

e High efficiency >= 95% average 5%, PEESEE o VIS i VLSS

comparable to run-1
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CMS: Calorimeters (ECAL)

 Recovered dead channels due to LV connector fault in the
endcap
e Both ES disks were de-installed during LS1, moved to the
surface, repaired and reinstalled
e 2 99.95% channels operational (from 96.8% at end of run1)

e HV connector repair on the pre-shower detectors ;
 Moved successfully to operating the pre-shower at -8°C for run-2

e New ECAL local reconstruction algorithm with better out-of-time

pileup rejection before after
EE+ run 214268 11.09.13 B=0.0T. EE+ run 215413 21.10.13 B=0.0T
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CMS: Calorimeters (HCAL)

CMS preliminary
Trryrrrryrrrryrrriro

Upgrade/Replacement of photo-detectors

% 1.04F e 3_554.:: (NIM A 585 (2008))

* Magnetic field insensitive, radiation tolerant high- f 1-022 TN
performant SiPMs instead of Hybrid Photo Diodes < 09; -
(HPDs) in all of the HO Barrel g oosf : E
* Much better identification of MIPs 2 oo T .
e Good for up to 3000 fb-1 integrated lumi, 2 06932 -
better signal/noise ration than the HPDs 0.88f i
e New thin-window dual-anode readout PMTs in 0,86 o
the HF forward region 005 T sz 2SS 8s SOS:, Mrag
* Reduce Cherenkov noise from punch- 2010-2012 light loss in HCAL HF quartz

through muons fibers

* Reduction of anomalous signals

Other activities
e New back-end electronics for HF installed

e Refurbished and re-established calibration system
using radioactive Co-60 sources
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CMS: Strip Tracker

Major difference to run-1: Tracker running “cold” (-10°C .. -20°C) instead of +4°C

e Leakage current doubles every 7°C, plus with increasing
radiation dose. Already at ~30% of power supply limit
end of 2012 - cold operation ensures efficient
performance across run-2

* Dry gas system, new seals, new bulk head panels with
heater elements on the outside, dew point sensors and
monitoring all working reliably and to specification

e Calibration @ -15 °C completed early this year with
cosmics

1| |

lJ = ]
- Leak reduction:
Sealing between caoble chamnels
Sealing inside cable channels

Tl —
= T

Global sealing on the barrel: I
Continuous vapour barrier from beam-pipe [l

up to sealing ring at the vac-tonk end
Must work alse when CMS is open

LLLL LI
l HE-
Check / reinforce existing
m H———— — _—[ vapour barriers and seals

Installing local sealing behind all
TK services seems unfortunately
impossible. Try to seal Pixel pipes.

" Bulk head'pa
heater element

Changes to achieve
dry volume

from beam-pipe to Bulkhead T
perimetry - or
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CMS: Strip Tracker Calibration

Main calibration steps:

* Internal timing — synchronize channels )
&3y >= 98% working channels

* Lasergain tuning for start of run-2,
* Chip parameter tuning (pulse shape) recovered ~0.5% from end
* Noise measurement/optimization of run-1 !l

e Trigger timing — align samples with physics events

Example: Link gain settings “warm” versus “cold”

CMS Preliminary 2014 CMS Preliminary 2010

T T T '| T T T | T T ] T T T T T

g | ] E | B== Gain Setting 0 ] ) .. .
S Ll Teom =15°C 1 £ == Gain Setting 1 e Link gain increases with
& 10°E  [7] Gain Setting 0 E 5 10°F . Ing =
S F []Gain Setting 1 @ é ll Gain Sethng 2 g decreaS|ng temp
8 [ [Gain Setting 2 2 | B Gain Setting 3 ] "
E [ [Gain Setiing 3 2 { » Can operate more links
Z 102 - 102 | Already . . R
é © | approved ] at lowest gain setting in
] - : 2014
10 3 ol - * Link gain is expected to
ﬁ § ©  decrease with
1 | | accumulated radiation
. 0.0 13 1 L LT
0 200 400 600 800 1000 0 200 400 600 800 1000
Tickheight [ADC counts] Tickheight [ADC counts]
2014: -15°C cooling plant set point 2010: +4°C cooling plant set point

May 26 2015 S. Zimmermann, FPCP2015, Nagoya



CMS: Pixel Tracker

e Pixel system moved to surface during LS1 and
overhauled

* Problems found just prior to reinstallation with 47/192 gy -
Short between

(1 quarter) of the BPIX not or only partially responding K hundpads
was resolved Rl
e Ohmic short between wire bonds pads and e

interconnects
e Concerned half-shell was reworked at PSI, short
removed

 Working detector fraction after repair: 99.2%,
compared to 96.3% during run-1 !

e Pixel has been fully calibrated (in cold conditions) with
cosmics rays and is ready for physics data taking !

Pixel'a‘ﬂ?fing re-installation
May 26 2015 S. Zimmermann, FPCP2015, Nagoya



LS1 Improvements & Additions
Commissioning Status

rd
Electromagnstic calorimeter

.~ Hadronic calorimetar
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LHCb: LS1 Detector Activities

LHCb plans foresee major upgrade program of the detector in 2018/19 - during

LS1, less new elements compared to CMS & ATLAS |

Major LS1 activities:

e New beam pipe installed during LS1
e Be-material, minimizing the radiation length
(multiple scattering)
 Replaced 15% of photo tubes in the Hadronic
Calorimeter (HCAL)
* Replaced monitoring fibers for Electromagnetic
Calorimeter /ECAL) due to degradation in light yield
* RICH: Replaced HPDs

 Maintenance and overhaul of cooling, gas, safety
and other infrastructure systems

e Campaign to partially remap the LHCb magnetic field |
e Installation of BCAM alignment sensors on the inner
tracker to monitor the position
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LHCb: HeRSChel

New High Rapidity Shower Counters for LHCb

e Plastic Scintillator planes with PMTs on both sides
of the LHCb experiment, placed in the LHC tunnel

e Retractable from the beam axis outside stable
beams

* Tag background in high eta region between n =5..8
e Study central exclusive production in run-2 low pile \

Up data taking \‘ hard core
* Challenge to establish the rapidity gap &m%ﬁé

. . . Single Diffracti a » B

* Interesting also for luminosity and beam N ey W
background understanding Seribiaiifachon (0ap) I’I
W I

Station B2 hale radius
atz=-114.0m 44mm

LHCb

/.\ o hols radius Central Exclusive p (9ap) (9ap) p P $ . «
\ L\ | i oA ole radius i ¥ N
“‘-;\? 0;; ’@'L /,'_ i &,GQ\T\ ¥ hl‘lE r:lm (elas“C)
= N 7 % /| 4 .
\//\‘.,/ . ‘x} - ‘ "_:_';_i - TU:;L’J _f,f’;’ Central Exclusive p (g
1/-"’? - ‘ﬁ ‘ hi (inelastic) Ny 7
il 15915 m i i ﬂ il __j l J:LFI{ -"’ P
S BO . -
vro7am che il 1y Elastic Scattering
tati 1 11
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LHCb: Trigger

Biggest change between run-1 and run-2 is for the trigger + online calibration (incl.
alignment)

2010-2012 o
LHCb 2015 Trigger Diagram  * Split High level

) trigger
40 MHz bunch crossing rate -SSR

< L} <} and initial

selection run on

40 MHz bunch crossing rate

~ > <>

LO Hardware Trigger : 1 MHz LO Hardware Trigger : 1 MHz
readout, high Er/Pr signatures readout, high Er/Pr signatures each event
450kHz 400 kHz 150 kHz 450 kHz 400 kHz NP ©  Online calibration
h* p/up e/y + alignment in 2nd
step
h . Software High Level Trigger . * Same track
[ Defer 20% to disk :'> , . reconstruction
J Partial event reconstruction, select ] .
O ( displaced tracks/vertices and dimuons ] online as offline

[ Software High Level Trigger

29000 Logical CPU cores Buffer events to disk, perform online e Enriched selection
detector calibration and alignment + higher data rate

j stored

Offline reconstruction tuned to trigger
time constraints

Full offline-like event selection, mixture
of inclusive and exclusive triggers

Mixture of exclusive and inclusive
\___selection algorithms y

3 0 0 r I3 1T
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LHCb: Online Calibration & Alighment

Run-2:
e Automatic real-time alignment procedure for the tracking detector and the RICH

e Online calibration for calorimeters and RICH

- Minimize difference between online and offline, especially since also HLT and offline use
same reconstruction, different from runl !

- Increased trigger efficiency and tighter selection, including for particle ID
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LHCb: Online Calibration & Alighment

RICH Calorimeters

* new HLT calibration for each run * Regular gain adjustments needed
e @Gas refractive index * Inrun-1done using LED system in interfill
* Drift of photo detector gain gaps

e For run-2 perform fill by fill using
occupancy based method

Detector alignment

e At the beginning of each fill > update constants Al oaom T }i
when needed X YL
* Vertex locator (VELO) Half shells move for each fill [ - ﬁ
when stable beams is reached — alignment precion DI VELO Closed
O(few um) VELO Open Stable Beams

e Time variations over few weeks of the tracker
alignment, partially due to magnetic field polarity
change

e RICH mirror alignment rare variations

e Little or no variations expected for the Muon
chamber alignment
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Conclusions

e Beams back in the LHC machine since beginning of April concluded a very itense
2 year long shutdown

 Major maintenance, consolidation and upgrade work completed for ATLAS, CMS
and LHCb

— ATLAS and CMS reached their nominal configuration (CMS 4t muon layer,
ATLAS EE muon chambers)

e All 3 detectors have been running intense commissioning with cosmics since
(many) months, and are completing commissioning with beam splashes, single
beam and initial collisions

e All 3 detectors are in very good shape with numbers of dead channels similar to
the one at the beginning of run-1

e Eagerly awaiting first physics run with stable beams !
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