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Cosmic	rays

（D’Enterria et	al.,	APP,	35,98-113,	2011	） 2
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6
(Kampert and	Unger,	Astropart.	Phys.,	2012)

QGSJET1 QGSJETII

SIBYLL EPOS

Interpretation	depends	on	the	hadronic	interaction	model	
because	high-energy	CRs	are	observed	through	atmospheric	air	showers
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Future	Circular	Collider
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Future	Circular	Collider
Future	Cosmic	Collider



2ry energy	flow	&	air	shower
√s=14TeV	p-p	collision		=		1017eV	proton	hitting	a	proton	at	rest

Energy	Flux	@ √s=14TeV p-p 

All	particles

neutral

ü Energy	flow	peaks	out	of	the	general	purpose	central	detectors
ü Air	shower	structure	is	determined	by	the	forward	particles	in	the	first	interaction	
ü LHCf	covers	near	the	peak	of	energy	flow 11
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Fig. 6.1: Fraction of the air shower development for one proton induced air shower at 1017eV primary
energy, which is determined by the hadronic particle production in the initial inelastic p-air collision
in different acceptance regions for electrons in longitudinal profile (left hand-side and muons in lateral
distribution at ground (right hand-side). The acceptance is calculated in the center-of-mass frame of the
collision, and the shown values are related to typical LHC detectors. The major part of the air shower is
determined by particle production in the forward region.

The LHC data on total, elastic and diffractive cross sections and other measurements
related to soft diffraction (rapidity gaps, energy loss, ...) are examples of the first category, while
mean particle multiplicities, multiplicity distributions, jet cross sections at low p?, particle
spectra and correlations between observables belong to the second one.

6.2.1 LHC data and hadronic interaction models
For instance, measurement of the pseudorapidity dependence of the transverse energy flow and
charged particle multiplicity distributions in proton-proton collisions are sensitive to the mod-
eling of soft fragmentation effects, MPI and diffractive interactions. As well as allowing for a
deeper understanding of these effects in their own right, the tuning of MC models yields more
accurate simulations of the “underlying event” - comprising MPI and additional soft interac-
tions between the primary partons in events with a hard perturbative scatter. The dynamics
of soft interactions are also important to understand at the LHC due to the large number of
soft interactions (pile-up) which occur during every event. An example of how models can be
retuned using these data is shown on Fig. 6.2. On the left-hand side, predictions of pre-LHC
models used for air shower simulations (EPOS 1.99 [18,19] (solid line), QGSJETII-03 [21,22]
(dashed line), QGSJET01 [23, 24] (dash-dotted line) and SIBYLL 2.1 [25–27] (dotted line))
are compared to ALICE data [28], while on the right-hand side results are presented for the
two models (EPOS LHC [29] (solid line) and QGSJETII-04 [30] (dashed line)) which where
retuned using first LHC data.

By requiring a forward proton to be tagged in a LHC Roman pot based detector, a subset
of inelastic interactions are probed which will allow diffraction to be investigated in more detail.
This in turn will lead to more accurate tunes and possibly highlight areas of tension where the
current phenomenological models are unable to describe the data and would therefore need
revisiting. Such samples are especially sensitive to the modeling of the forward regions and
will be of use to constrain cosmic-ray air shower physics.

The CASTOR (CMS) calorimeter provides the unique possibility to minimize the gap in
the forward coverage of detectors at LHC. While other forward charged particle detectors reach
up to |h | < 5, this is extended by CASTOR up to 6.6. For the physics in extensive air showers
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1017eV	proton	shower

𝜂=8		=>	𝜃∼1mrad	(CMS)

J.	Phys.	G:	Nucl.	Part.	Phys.	43	(2016)	110201	

𝜂 in	the	1st interaction



The	LHC	forward	experiment
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ATLAS
LHCf Arm#1

LHCf Arm#2

140m

Two	independent	detectors	at	either	side	
of	IP1 (Arm#1,	Arm#2	)

Charged	particles (+)
Beam

Charged	particles (-)

Neutral	
particles

Beam	pipe

96mm

ü All	charged	particles	are	swept	by	dipole	magnet
ü Neutral	particles	(photons	and	neutrons)	arrive	at	LHCf
ü η>8.4	(to	infinity)	is	covered
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Detector	performance
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Arm2

ΔE/E	<	5%

ΔE/E	≈	40%



LHCf	History
ü2004	LOI	submitted	to	CERN
ü2006	TDR	approved	by	CERN
ü2009	First	data	taking	at	√s=900GeV	p-p	collision
ü2010	√s=7TeV	p-p	collision
ü2013	√s=2.76TeV	p-p	&	√sNN=5TeV	p-Pb collisions
ü2015	√s=13TeV	p-p	collision
ü2016	√sNN=8.1TeV	p-Pb collision		
ü(2017	√s=510GeV	p-p collision	as	RHICf)
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13TeV	operation	
in	June	2015
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13TeV	operation	
in	June	2015

UHECR 2016 - Kyoto,Japan  12-Oct.-2016  

Mγγ distribution 
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Energy thresholds  
for π0 and η detections   
　For π0 :  Eπ0 > 600GeV 
    For η :    Eη > 2.2 TeV

- Energy Calibration of calorimeters  
- Energy shift from the pre-

calibration by beam tests. 
Arm1:  -3.4 %  
Arm2:  -2.1 %  
=> Much improved from 7TeV 
thanks to careful pre-calibrations   

- Importance of η due to also 
charged decay mode. 

- π0/η for model tuning  

Poster by M.Shinoda
O. Adriani                                                                                                  LHCf Status Report                                                                  CERN, November 30th, 2016 

+

•  QGSJETII-04 agrees with data quite well 
•  EPOS-LHC is ok below 4.5 TeV �

•  Spectral shape of QGSJETII-04 is 
similar to data, but lower flux

•  EPOS-LHC is ok below 3.5 TeV �

Preliminary combined 13 TeV photon spectra	
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Analyses
Covered	today
• 𝜋0 cross	section	at	7TeV,	comparison	with	models
• Neutron	cross	section	at	7TeV,	comparison	with	models
• ATLAS-LHCf	joint	analysis	(MC	study)
• √s	scaling	

Not	covered	today	(see	publication	list	in	backup)
• Photon	cross	sections	at	0.9,	7TeV	and	13TeV
• 𝜋0 cross	section	and	nuclear	effect	in	5.02TeV	p-Pb
collisions

19
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FIG. 5: (color online). Experimental combined pz spectra of the LHCf detector (filled circles) in p+p collisions at
p
s = 7TeV.

Shaded rectangles indicate the total statistical and systematic uncertainties. The predictions of hadronic interaction models
are shown for comparison (see text for details.)
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FIG. 6: (color online). Experimental pT spectra of the LHCf detector (filled circles) in p + p collisions at
p
s = 2.76TeV.

Shaded rectangles indicate the total statistical and systematic uncertainties. The predictions from hadronic interaction models
are shown for comparison (see text for details.)

π0 pz spectra	in	7TeV	p-p	collisions
(PRD,	94	(2016)	032007)

20ü DPMJET3 and	PYTHIA8 overestimate	over	all	E-pT range



𝜋0 in	7TeV	p-p	collision	
LHCf and	models	(ratio	to	data)
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EPOS-LHC/LHCf	data

QGSJET	II-04/LHCf	data SIBYLL	2.1/LHCf	data
Pz0														1TeV													2TeV												3TeV
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Neutrons	in	7TeV	p-p	collision
(√s=7TeV	p-p；PLB	750	(2015)	360-366)

22

(∼10%	of	other	neutral	hadrons	at	140m	are	included	both	in	data	and	MC)

ü Only QGSJET	II	explains	the	characteristic	peak	near	zero	degree
ü DPM	and PYTHIA under	production	at	zero	degree
ü DPM and	PYTHIA not	bad	at	off-zero	degree.		DPM is	best.

Zero	degree



Origin	of	difference
(Zhou	et	al.,	submitted	to	EPJC,	
arXiv:1611.07483)
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ü ∼half	of	LHCf	detected	particles	are	produced	in	diffractive	dissociation
ü Fraction	and	shape	of	diffraction/non-diffraction	are	model	dependent
ü By	classifying	LHCf	events	with	ATLAS	track	information,	LHCf	can	select	

pure	diffractive	samples	in	never	explored	mass	range	(𝜉X)
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Fig. 3 Photon spectra at h > 10.94 (left) and 8.81 < h < 8.99 (right) (top four panels in each set). These are generated by EPOS-LHC, QGSJET-I
I-04, SYBILL 2.3, and PYTHIA 8212DL, respectively. The total photon spectra (black) were classified by nondiffraction (red) and diffraction
(blue) according to MC true flags. The bottom three plots show the ratios of the spectra of EPOS-LHC (black markers), QGSJET-II-04 (blue lines),
SYBILL 2.3 (green lines), and PYTHIA8212DL (orange lines) to the spectrum of EPOS-LHC. The top, middle, and bottom plots correspond to
total, nondiffraction, and diffraction, respectively.
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X
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comparison of low-M

X

SD cross section predicted by models is shown
in the inset.

adopted in the event tuning. By default, PYTHIA8 uses the
Schuler and Sjöstrand (SS) parameterization [24] of the pomeron
flux. In addition, an alternative pomeron flux model, the Don-
nachie and Landshoff (DL) [25] model, with a linear pomeron
trajectory aP(t) = 1+D +a

0
t is also implemented. The de-

fault value of variable parameters D and a

0 are 0.085 and
0.25 GeV�2 [26], respectively. According to the ATLAS
minimum-bias measurement in p–p collisions at

p
s = 13

TeV, the PYTHIA8212DL model gives the best description
of the number of hits detected by the minimum-bias trigger
scintillators [27]. Therefore, the PYTHIA8212DL model was
employed in this analysis. The total inelastic cross sections
in p–p collisions at

p
s= 13 TeV implemented in each model

were 78.984, 80.167, 78.420, and 79.865 mb, correspond-
ing to EPOS-LHC, QGSJET-II-04, PYTHIA8212DL, and
SIBYLL2.3, respectively.

Given the model differences in the treatments of diffrac-
tive components, not only the predicted diffraction cross sec-
tions but also the diffractive mass distributions are impor-
tant. Figure 2 shows the SD (pp ! pX) cross sections in

Sensitive	by	
LHCf-ATLAS
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Fig. 1 Illustration of single-diffraction (a), double-diffraction (b) and central-diffraction (c) with the pomeron exchanged in a proton-proton
collision. M

X

and M

Y

are the invariant masses of the dissociated systems X and Y.

[11], which the systematic uncertainties of the measurement
data are comparable large. Consequently, the main source of
systematic uncertainties of inelastic cross section is the low
mass diffractive dissociation. The very forward detector has
unique sensitivity to such kind of processes. Accordingly,
by applying the rapidity gap surveys based on the central in-
formation, it is possible to access the pure low mass diffrac-
tive processes. Therefore, the forward neutral particle cross
sections derived form such pure low mass diffractive cases
identified by central information can provide an opportunity
for constraining the MC simulation models.

In this paper, the ATLAS detector [18] and the LHCf
detector [17] located at the interaction point 1 (IP1) of the
LHC, are considered to be representative of central detector
and very forward detector, respectively. The ATLAS inner
detector (ID) was made to achieve particle momentum and
vertex information with full f and pseudorapidity range |h |
< 2.5 coverage. For the studies of minimum-bias measure-
ments, it can provide charged tracks information with P

T

threshold as low as 100MeV. On the other hand, the LHCf
detectors are installed in the neutral absorber (TAN) located
at ±140m from IP1. The detectors are designed to measure
the forward neutral particles (e.g. neutron, g , p

0) with the
coverage of the pseudorapidity range |h | > 8.4. The energy
threshold for photon and hadron are 200GeV and 500GeV,
respectively.The ATLAS-LHCf common data acquisition is
an experiment dedicated to measure and classify the diffrac-
tive dissociation. Since, ATLAS and LHCf have totally dif-
ferent detector acceptances, the common experiment can not
only enhance the trigger efficiency, but also specify some
unique processes with the tagging information from each
other.

In present work, three subjects were calculated based on
the MC simulation. we first investigate the different contri-
butions of non-diffractive and diffractive components to the
forward neutral particle cross sections, and the differences
of models on them. Then, we evaluate the performance of
the identification of the diffractive dissociation on the cor-
responding LHCf expected cross sections by applying the

simple selection based on the ATLAS information. Finally,
we study the sensitive range in diffractive mass of ATLAS-
LHCf common experiment.

2 Diffractive dissociation

In high energy proton-proton interactions, the Regge theory
describes diffractive processes as the t-channel reactions,
which dominated by the exchange of an enigmatic object
with vacuum quantum numbers so called Pomeron [12, 13].
It is usually recognized that the terms of diffractive pro-
cesses are composed of single-diffraction ( SD, Fig. 1a ),
double-diffraction ( DD, Fig. 1b ) and central-diffraction (
CD, Fig. 1c ). The M

X

and M

Y

are the invariant masses of
the dissociated systems X and Y, respectively. Furthermore,
there is an operational characteristic of diffractive interac-
tions, which is a large angle separation in the final state as
the presence of a gap in the pseudorapidity h

1 range, be-
tween P3 (Y system in Fig. 1 b and P4 in Fig. 1 c) and X
system, so called rapidity gap Dh . The Dh size and the loca-
tion of them in the pseudorapidity phase-space can be used
to determine the type of the diffractions. In the SD case, it
has been known that the relationship between the observable
Dh size and x

X

is

Dh '�ln(x
X

). (1)

where x

X

= M

2
X

/s.
In the frame of Reggeon Field Theory, the high mass

diffractive dissociation (s � M

2
X

� |t|) is conventionally de-
scribed by enhanced multi-Pomeron diagrams [14], with pa-
rameterizing the term of triple-Pomeron coupling 2. The triple-

1pseudorapidity h is a variable representing the angle of the particle
with respecting to the beam direction defined as h = -ln [ tan q

2 ], q is
the angle between direction of particles and the beam
2Simply, without considering the absorptive corrections, the SD cross
section can be expressed as

ds

SD

dx

X

dt

=
1

16p

b

2(t)x 1�2aP(t)
X

[b (0)G3P(t)(M
2
X

)aP(0)�1], (2)
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Fig. 5 p

0 spectra shown with 0 < P

T

< 0.2 GeV (left) and 1.2 < P

T

< 1.4 GeV (right) for comparison. In each P

T

phase region, the top four
panels show p

0 spectra generated by EPOS-LHC, QGSJET-II-04, SYBILL 2.3, and PYTHIA 8212DL, respectively. The total p

0 spectra (black)
were classified by nondiffraction (red) and diffraction (blue) according to MC true flags. The bottom three plots show the ratios of the spectrum
of EPOS-LHC (black markers), QGSJET-II-04 (blue lines), SYBILL 2.3 (green lines), and PYTHIA8212DL (orange lines) to the spectrum of
EPOS-LHC. The top, middle, and bottom plots correspond to total, nondiffraction, and diffraction, respectively.

spectra of total, nondiffractive, and diffractive components
of four MC samples are compared with each other. In the
bottom three panels of Figs. 3, 4, and 5, the ratios of the
spectra divided by the EPOS-LHC results are plotted sepa-
rately for total, nondiffractive, and diffractive components.
Clearly, the nondiffraction and diffraction implemented in
each model are very different. Especially, PYTHIA8212DL
predicts the largest diffractive contribution at high photon
energies at |h | > 10.94 and in the p

0
p

z

spectrum at 0 <
p

T

< 0.2 GeV. There is no large difference between mod-
els of the neutron total spectra at |h | > 10.94. In contrast,
comparing the individual contribution of nondiffractive and
diffractive components, one sees that the neutron spectra of
EPOS-LHC and PYTHIA8212DL are dominated by diffrac-
tion, but those of QGSJET-II-04 and SIBYLL2.3 are domi-
nated by nondiffraction at high energies. As shown in Fig. 5,
SIBYLL2.3 predicts a larger contribution for all components
at 1.2 < p

T

< 1.4 GeV. It is also found that the larger the
value of p

T

is, the larger is the contribution from all compo-
nents predicted by SIBYLL2.3. Additionally, in Figs. 4 and

5, neutron and p

0 spectra of EPOS-LHC and QGSJET-II-04
exhibit a bump or kink structure at ⇠3 TeV. In the EPOS-
LHC model, this structure is due to the simple approach used
for the pion-exchange process, whereas in QGSJET-II-04 it
is due to the selected kinematics, the contribution to which
is mainly from low-mass diffraction.

5 Identification of diffraction with central track
information

Because of the large differences found among different hadronic
interaction models, it is important to classify the observed
VF spectra into nondiffraction or diffraction by using ex-
perimental data. Although, in principle, diffractive collisions
can be identified by measuring the rapidity gap of the final
state, it is experimentally difficult to measure rapidity gaps
preciously because of the limited pseudorapidity coverage
and energy threshold of the detectors. However, improved
experimental techniques have helped in reaching lower p

T

thresholds and larger rapidity ranges. The results from mea-
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Fig. 5 p

0 spectra shown with 0 < P

T

< 0.2 GeV (left) and 1.2 < P

T

< 1.4 GeV (right) for comparison. In each P

T

phase region, the top four
panels show p

0 spectra generated by EPOS-LHC, QGSJET-II-04, SYBILL 2.3, and PYTHIA 8212DL, respectively. The total p

0 spectra (black)
were classified by nondiffraction (red) and diffraction (blue) according to MC true flags. The bottom three plots show the ratios of the spectrum
of EPOS-LHC (black markers), QGSJET-II-04 (blue lines), SYBILL 2.3 (green lines), and PYTHIA8212DL (orange lines) to the spectrum of
EPOS-LHC. The top, middle, and bottom plots correspond to total, nondiffraction, and diffraction, respectively.

spectra of total, nondiffractive, and diffractive components
of four MC samples are compared with each other. In the
bottom three panels of Figs. 3, 4, and 5, the ratios of the
spectra divided by the EPOS-LHC results are plotted sepa-
rately for total, nondiffractive, and diffractive components.
Clearly, the nondiffraction and diffraction implemented in
each model are very different. Especially, PYTHIA8212DL
predicts the largest diffractive contribution at high photon
energies at |h | > 10.94 and in the p

0
p

z

spectrum at 0 <
p

T

< 0.2 GeV. There is no large difference between mod-
els of the neutron total spectra at |h | > 10.94. In contrast,
comparing the individual contribution of nondiffractive and
diffractive components, one sees that the neutron spectra of
EPOS-LHC and PYTHIA8212DL are dominated by diffrac-
tion, but those of QGSJET-II-04 and SIBYLL2.3 are domi-
nated by nondiffraction at high energies. As shown in Fig. 5,
SIBYLL2.3 predicts a larger contribution for all components
at 1.2 < p

T

< 1.4 GeV. It is also found that the larger the
value of p

T

is, the larger is the contribution from all compo-
nents predicted by SIBYLL2.3. Additionally, in Figs. 4 and

5, neutron and p

0 spectra of EPOS-LHC and QGSJET-II-04
exhibit a bump or kink structure at ⇠3 TeV. In the EPOS-
LHC model, this structure is due to the simple approach used
for the pion-exchange process, whereas in QGSJET-II-04 it
is due to the selected kinematics, the contribution to which
is mainly from low-mass diffraction.

5 Identification of diffraction with central track
information

Because of the large differences found among different hadronic
interaction models, it is important to classify the observed
VF spectra into nondiffraction or diffraction by using ex-
perimental data. Although, in principle, diffractive collisions
can be identified by measuring the rapidity gap of the final
state, it is experimentally difficult to measure rapidity gaps
preciously because of the limited pseudorapidity coverage
and energy threshold of the detectors. However, improved
experimental techniques have helped in reaching lower p

T

thresholds and larger rapidity ranges. The results from mea-
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Fig. 7 Neutron spectra at h > 10.94 generated by EPOS-LHC,
QGSJET-I I-04, SYBILL 2.3, and PYTHIA 8212DL. The top four pan-
els show the spectra of true diffraction (black lines) and diffractive-
like events corresponding to central-veto selection (filled gray areas),
which are defined as events without any P

T

> 100 MeV charged par-
ticles at |h | < 2.5; in addition, the central-veto events were classified
by nondiffraction (red) and diffraction (blue) again according to MC
true information. The bottom plot shows the ratios of the central-veto
spectrum of each model to the central-veto spectrum of EPOS-LHC.
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Fig. 8 Efficiency (top) and purity (bottom) of diffraction selection for
the VF (h > 10.94) neutron spectra obtained by using the central-veto
technique.

MC simulation models. In particular, the bump structure in
EPOS-LHC and QGSJET-II-04 mentioned above still re-
mains on the efficiency spectra. In such a case, comparing
measured data with the MC samples as shown in Figs. 7
and 9 can not only constrain the diffraction cross sections
in the VF region but also help in identifying the inherent
problems in the model.
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Fig. 9 p

0 spectra at 0 < p

T

< 0.2 GeV generated by EPOS-LHC,
QGSJET-I I-04, SYBILL 2.3, and PYTHIA 8212DL. The top four pan-
els show the spectra of true diffraction (black lines) and diffractive-
like events corresponding to central-veto selection (filled gray areas),
which are defined as events without any p

T

> 100 MeV charged par-
ticles at |h | < 2.5; in addition, the central-veto events were classified
by nondiffraction (red) and diffraction (blue) again according to MC
true information. The bottom plots show the ratios of the central-veto
spectrum of each model to the central-veto spectrum of EPOS-LHC.
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Fig. 10 Efficiency (top) and purity (bottom) of diffraction selection
for the VF (0 < p

T

< 0.2 GeV) p

0
p

z

spectra obtained by using the
central-veto technique.

5.3 Low-mass diffraction

The high-mass diffraction cross sections ds

SD/dDh at LHC
energies were measured by ATLAS [5, 6], CMS [7, 8], and
ALICE [9]. Typically, owing to the limited acceptance of
these detectors, the rapidity gap signatures of events at around
�6 < log10(xx

) < �2 can be identified in the case of AT-
LAS; these correspond to the lower and upper limits of M

X

of ⇠13 and 1300 GeV at
p

s = 13 TeV, respectively. This
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Fig. 9 The p

0 spectrum at 0 < P

T

[GeV] < 0.2 are shown for com-
parison, which generated by EPOS-LHC, QGSJET-I I-04, SYBILL 2.3
and PYTHIA 8212DL for comparison. In each pad, it shows spectrum
of true diffraction (black line) and diffractive like events correspond
to ATLAS veto (filled gray) which defined as events without any P

T

> 100MeV charged particle at |h | < 2.5, in addition, the ATLAS veto
events were classified by non-diffraction (red) and diffraction (blue)
again according to MC true information.
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Fig. 10 The efficiency and purity of diffraction selection by using AT-
LAS veto technique correspond to up and down pads, respectively. The
efficiency is the ratio of histogram of ATLAS veto to diffraction in
Fig. 9, and the purity is calculated by dividing the histogram of diffrac-
tion@veto to ATLAS veto in Fig. 9.

section. As mentioned, the low mass diffraction is the main
source of systematic uncertainties [5, 7] of inelastic cross
section determination.

The Roman Pot detectors and very forward detectors
have sensitivities to the low mass diffractive processes. The
acceptances of the LHCf detectors for the forward neutral
particles predicted by MC interaction modes are shown in
Fig. 11. In the region of log10(xx

) > -5.5, the SD detection
efficiency of the LHCf detectors is only a few percentages.
Whereas, the detection efficiency getting increase from ap-
proximately log10(xx

) = -6, and reach to the maximum of
about 40% at log10(xx

) = -8. In contrast, the central detec-
tors have total opposite tendency of detection efficiency. For

)
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Fig. 11 The LHCf detection efficiency as a function of log10x

X

, which
simulated by four MC simulation samples. The trigger conditions for
LHCf detectors at

p
s=13TeV are E

g

>200GeV and E

h

>500GeV. Only
the SD (pp ! pX) component is used for this calculation.

instance, the ATLAS detector has almost 100% SD detec-
tion efficiency in the region of log10(xx

) > -5, and decreases
rapidly to 0 at log10(xx

) = -7 [30]. Therefore, it indicates the
ATLAS-LHCf common experiment can enhance the detec-
tion efficiency, especially for the low mass processes.

According to QGSJET-II-04 simulation predictions, Most
of the LHCf detected events survive from ATLAS-veto se-
lection are low mass diffraction as shown in Fig. 12. In par-
ticular, all the LHCf detected low mass diffractive events at
log10(xx

) < -5.5 pass the ATLAS-veto selection, whereas,
all the high mass diffractive events at log10(xx

) > -4 was ex-
cluded. In the other word, the filled histogram in Fig. 7 and
Fig. 9 are mostly derived from the low mass diffractive pro-
cesses at log10(xx

) < -5.5. The common experiment and pro-
vide a different way to verify the low mass diffraction result
reported by TOTEM, and give a constraint of treatment of
low mass diffraction in the MC simulation models through
the variables of the very forward neutral particle spectrum.

6 Conclusion

We studied the non-diffractive and diffractive contributions
to the very forward particle production, by using the MC
predictions in pp collisions at

p
s = 13 TeV. In the forward

g and p

0 cases, PYTHIA8212DL give an obvious excess
of diffractive contribution at the high energies. EPOS-LHC
and PYTHIA8212DL are dominated by diffraction at high
energies of neutron differential cross sections at |h |>10.94,
on the other hand, QGSJET-II-04 and SIYBLL2.3 are dom-
inated by non-diffraction.

The identification of diffraction based on the rapidity
gap technic has been investigated, by adopting the ATLAS-
veto selection as "no charged particle (Tracks=0) in the kine-
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Fig. 7 Neutron spectra at h > 10.94 generated by EPOS-LHC,
QGSJET-I I-04, SYBILL 2.3, and PYTHIA 8212DL. The top four pan-
els show the spectra of true diffraction (black lines) and diffractive-
like events corresponding to central-veto selection (filled gray areas),
which are defined as events without any P

T

> 100 MeV charged par-
ticles at |h | < 2.5; in addition, the central-veto events were classified
by nondiffraction (red) and diffraction (blue) again according to MC
true information. The bottom plot shows the ratios of the central-veto
spectrum of each model to the central-veto spectrum of EPOS-LHC.
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Fig. 8 Efficiency (top) and purity (bottom) of diffraction selection for
the VF (h > 10.94) neutron spectra obtained by using the central-veto
technique.

MC simulation models. In particular, the bump structure in
EPOS-LHC and QGSJET-II-04 mentioned above still re-
mains on the efficiency spectra. In such a case, comparing
measured data with the MC samples as shown in Figs. 7
and 9 can not only constrain the diffraction cross sections
in the VF region but also help in identifying the inherent
problems in the model.
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Fig. 9 p

0 spectra at 0 < p

T

< 0.2 GeV generated by EPOS-LHC,
QGSJET-I I-04, SYBILL 2.3, and PYTHIA 8212DL. The top four pan-
els show the spectra of true diffraction (black lines) and diffractive-
like events corresponding to central-veto selection (filled gray areas),
which are defined as events without any p

T

> 100 MeV charged par-
ticles at |h | < 2.5; in addition, the central-veto events were classified
by nondiffraction (red) and diffraction (blue) again according to MC
true information. The bottom plots show the ratios of the central-veto
spectrum of each model to the central-veto spectrum of EPOS-LHC.
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Fig. 10 Efficiency (top) and purity (bottom) of diffraction selection
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spectra obtained by using the
central-veto technique.

5.3 Low-mass diffraction

The high-mass diffraction cross sections ds

SD/dDh at LHC
energies were measured by ATLAS [5, 6], CMS [7, 8], and
ALICE [9]. Typically, owing to the limited acceptance of
these detectors, the rapidity gap signatures of events at around
�6 < log10(xx

) < �2 can be identified in the case of AT-
LAS; these correspond to the lower and upper limits of M

X

of ⇠13 and 1300 GeV at
p

s = 13 TeV, respectively. This

ü ATLAS	track	information	will	be	useful	to	tag	diffractive	events
ü Common	data	taking	was	done	in	13TeV	p-p	operation

Diffractive

Non-Diffractive



Technical	feasibility	of	
ATLAS-LHCf	analysis

üCommon	Event	ID	was	already	tested	using	5TeV	p-Pb collision	data	in	2013
üHE	neutrons	with	nsel=0	are	produced	in	the	Ultra-Peripheral	Collisions 25
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Figure 1: Left: The di↵erence between the event time stamps recorded by ATLAS and LHCf detectors.
Right: Relation between the event BCIDs assigned by the two detectors, based on the information from
the event time stamp.

number of randomly chosen events from the LHCf dataset was sought in the ATLAS event list, based on
the agreement of ATLAS and LHCf absolute time stamps and the relative time di↵erence between the
events recorded on either side. These reference events were used to match subsequent and previous event
pairs utilizing the relative time di↵erence.

Figure 1 (left) shows the di↵erence of the time stamps from ATLAS and LHCf. The observed agree-
ment at the level of ±3 ns proves the time stamp can be safely used to match the events recorded by
ATLAS and LHCf, given the average data acquisition rate of O(10 Hz). In 2013 data taking the LHCf
data acquisition system recorded approximately 99.7% of all triggered events. The lost events corre-
spond to the end of LHCf runs and the problem is fixed in 2015 data taking. All events simultaneously
recorded by the LHCf and the ATLAS experiments are matched.

The matching based on the time stamp is confirmed by comparing the bunch crossing identifiers
(BCIDs) of the matched events. Figure 1 (right) shows an exact agreement of the BCIDs recorded by
ATLAS and that by LHCf in the matched events, demonstrating perfect synchronization of both data
acquisition systems. Two examples of matched events are illustrated in the event displays shown in
Fig. 2, with a reconstructed particle in TS and TL calorimeters of LHCf.

5 Analysis

The reconstruction of the LHCf data follows the standard LHCf analysis procedure to identify incident
particles and to determine their point of impact and energy [6]. The particle identification classifies the
showers as photon-like and hadron-like based on the longitudinal profiles of showers measured by the
16 sampling layers. The energy deposited in the 2nd up to and including the 13th sampling layer of the
towers is used to measure the total energy of the incident photon, and the energy deposited in the 3rd up
to the 16th sampling layer is used for to measure the incident neutron energy. The measured energies
are corrected for leaked shower particles and the position dependence of light collection e�ciency. The
absolute energy scale was calibrated by using the 100-200 GeV electron beams and the 350 GeV proton
beams from the Super Proton Synchrotron at CERN and was determined to a precision of 3.5% and 6.5%,
respectively [7, 9]. The events with a particle entering within 2 mm from the edge of the calorimeters
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Figure 3: The energy spectra of the photon-like (top) and hardon-like (bottom) events measured by LHCf
in TS (left) and TL (right) are shown as black circles. The e↵ects of the finite energy resolution and non-
uniformity of acceptance in pseudorapidity are not corrected for in these results. A classification based
on the number of charged particle tracks in the central region reconstructed by ATLAS is done. The
events with (without) reconstructed charged particles are shown as red triangles (blue squares).
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This document reports on a first analysis of a common dataset recorded by the ATLAS
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LHCf trigger signal was incorporated in the ATLAS Level-1 trigger system and it is shown
that the common events recorded by ATLAS and LHCf can be matched o↵-line. Preliminary
analysis of the combined dataset is carried out, forming an important precedent for the future
ATLAS-LHCf collaboration that will allow to further improve our understanding of cosmic-
ray air showers and modelling of inelastic processes at the LHC. The discrimination power
of using information from ATLAS to classify the events with reconstructed particles in LHCf
is demonstrated.
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ü Scaling	is	essential	to	extrapolate	beyond	LHC
ü (630GeV	−)	2.76TeV	– 7TeV

good	scaling	within	uncertainties
ü Wider coverage	in	y	and	pT with	13TeV	data
ü Wider	√s	coverage	with	RHICf experiment	in	

2017	at	√s=510GeV

Feynman	x;	
xF =	2pz/√s
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are the efficiency for the experimental cuts and are listed in
Table I. The errors were derived considering the
uncertainty in the parameter aðxFÞ in the Gaussian form
evaluated by HERA. There is no significant difference in
the result in case of using the ISR (exponential) pT

distribution.
The mean values of the simulated pT distributions in

each energy region are also listed in Table I. The cross
section was obtained after the correction of the energy
unfolding and the cut efficiency.

Table II summarizes all systematic uncertainties eval-
uated as the ratio of the variation to the final cross section
values. The absolute normalization error is not included in
these errors. It was estimated by BBC counts to be 9.7%
(22:9# 2:2 mb for the BBC trigger cross section).

The background contamination in the measured neutron
energy with the ZDC energy from 20 to 140 GeV for the
acceptance cut of r < 2 cm was estimated by the simula-
tion with the PYTHIA event generator. The background from
protons was estimated to be 2.4% in the simulation. The
systematic uncertainty in the experimental data was deter-
mined to be 1.5 times larger than this as discussed in
Sec. II B 3. Multiple particle detection in each collision
was estimated to be 7% with the r < 2 cm cut.

In the cross section analysis, we evaluated the beam
center shift described in Appendix A as a systematic
uncertainty. For the evaluation, cross sections were calcu-
lated in the different acceptances according to the result of
the beam center shift while requiring r < 2 cm, and the
variations were applied as a systematic uncertainty.

B. Result

The differential cross section, d!=dxF, for forward
neutron production in pþ p collisions at

ffiffiffi
s

p ¼ 200 GeV
was determined using two pT distributions: a Gaussian
form, as used in HERA analysis, and an exponential
form, used for ISR data analysis. The results are listed in
Table III and plotted in Fig. 13. We show the results for xF
above 0.45 since the data below 0.45 are significantly
affected by the energy cutoff before the unfolding. The
pT range in each xF bin is 0< pT < 0:11xF GeV=c from
Eq. (2) with the acceptance cut of r < 2 cm. The absolute
normalization uncertainty for the PHENIX measurement,
9.7%, is not included.

TABLE I. The expected pT for r < 2 cm, mean pT value with
the experimental cut, and the efficiency for the experimental cut
estimated by the simulation (Fig. 12). The errors were derived
considering the uncertainty in the parameter aðxFÞ in the
Gaussian form evaluated by HERA.

Neutron xF Mean pT (GeV=c) Efficiency

0.45–0.60 0.072 0:779# 0:014ð1:8%Þ
0.60–0.75 0.085 0:750# 0:009ð1:2%Þ
0.75–0.90 0.096 0:723# 0:006ð0:8%Þ
0.90–1.00 0.104 0:680# 0:016ð2:3%Þ

TABLE III. The result of the differential cross section
d!=dxFðmbÞ for neutron production in pþ p collisions at

ffiffiffi
s

p ¼
200 GeV. The first uncertainty is statistical, after the unfolding,
and the second is the systematic uncertainty. The absolute
normalization error, 9.7%, is not included.

hxFi Exponential pT form Gaussian pT form

0.53 0:243# 0:024# 0:043 0:194# 0:021# 0:037
0.68 0:491# 0:039# 0:052 0:455# 0:036# 0:085
0.83 0:680# 0:044# 0:094 0:612# 0:044# 0:096
0.93 0:334# 0:035# 0:111 0:319# 0:037# 0:123

TABLE II. Systematic uncertainties for the cross section mea-
surement. The absolute normalization error is not included in
these errors. The absolute normalization uncertainty was esti-
mated by BBC counts to be 9.7% (22:9# 2:2 mb for the BBC
trigger cross section).

Exponential pT

form
Gaussian pT

form

pT distribution 3%–10% 7%–22%
Beam center shift 3%–31%
Proton background 3.6%
Multiple hit 7%
Total 11%–33% 16%–39%
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FIG. 13 (color online). The cross section results for forward
neutron production in pþ p collisions at

ffiffiffi
s

p ¼ 200 GeV are
shown. Two different forms, exponential (squares) and Gaussian
(circles), were used for the pT distribution. Statistical uncertain-
ties are shown as error bars for each point, and systematic
uncertainties are shown as brackets. The integrated pT region
for each bin is 0< pT < 0:11xF GeV=c. Shapes of ISR results
are also shown. Absolute normalization errors for the PHENIX
and ISR are 9.7% and 20%, respectively.

A. ADARE et al. PHYSICAL REVIEW D 88, 032006 (2013)

032006-10

PHENIX,	PRD,	88,	032006	(2013)
pT <	0.11	xF GeV/c
√s	=	30-60	GeV	@ISR
√s	=	200	GeV	@RHIC
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Fig. 6. Unfolded energy spectra of the small towers (η > 10.76) and the large towers (8.99 < η < 9.22 and 8.81 < η < 8.99). The yellow shaded areas show the Arm1 
systematic errors, and the bars represent the Arm2 systematic errors except the luminosity uncertainty. (For interpretation of the references to color in this figure legend, 
the reader is referred to the web version of this article.)

Fig. 7. Comparison of the LHCf results with model predictions at the small tower (η > 10.76) and large towers (8.99 < η < 9.22 and 8.81 < η < 8.99). The black markers and 
gray shaded areas show the combined results of the LHCf Arm1 and Arm2 detectors and the systematic errors, respectively. (For interpretation of the colors in this figure, 
the reader is referred to the web version of this article.)

where dN("η, "E) is the number of neutrons observed in the 
each rapidity range, "η, and each energy bin, "E . L is the inte-
grated luminosity corresponding to the data set. The cross sections 
are summarized in Table 5. Fig. 7 shows the combined Arm1 and 
Arm2 spectra together with the model predictions. The experimen-
tal results indicate the highest neutron production rate compared 
with the MC models at the most forward rapidity. The QGSJET 
II-03 model predicts a neutron production rate similar to the ex-
perimental results in the largest rapidity range. However, the DP-
MJET 3.04 model predicts neutron production rates better in the 
smaller rapidity ranges. These tendencies were already found in 
the spectra before unfolding, and they are not artifacts of unfold-
ing.

The neutron-to-photon ratios (Nn/Nγ ) in three different rapid-
ity regions were extracted after unfolding and are summarized in 
Table 4. Here, Nn and Nγ are the number of neutrons and num-
ber of photons, respectively, with energies greater than 100 GeV. 
The numbers of photons were obtained from the previous anal-
ysis [9] and the same analysis for the pseudo-rapidity range of 
8.99–9.22 defined in this study. The experimental data indicate a 
more abundant neutron production rate relative to the photon pro-
duction than any model predictions studied here.

Table 4
Hadron-to-photon ratio for experiment and MC models. The number of neutrons 
with energies above 100 GeV was divided by the number of photons with ener-
gies above 100 GeV. The rapidity intervals corresponding to the small tower, Large 
tower A, and Large tower B are η > 10.76, 9.22 > η > 8.99, and 8.99 > η > 8.81, 
respectively.

Nn/Nγ Small Large A Large B

Data 3.05 ± 0.19 1.26 ± 0.08 1.10 ± 0.07

DPMJET 3.04 1.05 0.76 0.74
EPOS 1.99 1.80 0.69 0.63
PYTHIA 8.145 1.27 0.82 0.79
QGSJET II-03 2.34 0.65 0.56
SYBILL 2.1 0.88 0.57 0.53

5. Summary and discussion

An initial analysis of neutron spectra at the very forward region 
of the LHC is presented in this paper. The data were acquired in 
May 2010 at the LHC from 

√
s = 7 TeV proton–proton collisions 

with integrated luminosities of 0.68 nb−1 and 0.53 nb−1 for the 
LHCf Arm1 and Arm2 detectors, respectively.

The neutron energy spectra were analyzed in three different 
rapidity regions. The results obtained from the two independent 

LHCf
pT <	0.15	xF GeV/c
√s	=	7000	GeV	@LHC

ü PHENIX	explains	the	result	by	1	pion	exchange
ü More	complicated	exchanges	at	>TeV?
ü LHCf	data	at	900GeV,	2.76TeV	to	be	analyzed
ü RHICf data	at	510GeV	will	be	added	in	2017



Feynman	scaling,	or	breaking?
O. Adriani et al. / Physics Letters B 750 (2015) 360–366 365

Fig. 6. Unfolded energy spectra of the small towers (η > 10.76) and the large towers (8.99 < η < 9.22 and 8.81 < η < 8.99). The yellow shaded areas show the Arm1 
systematic errors, and the bars represent the Arm2 systematic errors except the luminosity uncertainty. (For interpretation of the references to color in this figure legend, 
the reader is referred to the web version of this article.)

Fig. 7. Comparison of the LHCf results with model predictions at the small tower (η > 10.76) and large towers (8.99 < η < 9.22 and 8.81 < η < 8.99). The black markers and 
gray shaded areas show the combined results of the LHCf Arm1 and Arm2 detectors and the systematic errors, respectively. (For interpretation of the colors in this figure, 
the reader is referred to the web version of this article.)

where dN("η, "E) is the number of neutrons observed in the 
each rapidity range, "η, and each energy bin, "E . L is the inte-
grated luminosity corresponding to the data set. The cross sections 
are summarized in Table 5. Fig. 7 shows the combined Arm1 and 
Arm2 spectra together with the model predictions. The experimen-
tal results indicate the highest neutron production rate compared 
with the MC models at the most forward rapidity. The QGSJET 
II-03 model predicts a neutron production rate similar to the ex-
perimental results in the largest rapidity range. However, the DP-
MJET 3.04 model predicts neutron production rates better in the 
smaller rapidity ranges. These tendencies were already found in 
the spectra before unfolding, and they are not artifacts of unfold-
ing.

The neutron-to-photon ratios (Nn/Nγ ) in three different rapid-
ity regions were extracted after unfolding and are summarized in 
Table 4. Here, Nn and Nγ are the number of neutrons and num-
ber of photons, respectively, with energies greater than 100 GeV. 
The numbers of photons were obtained from the previous anal-
ysis [9] and the same analysis for the pseudo-rapidity range of 
8.99–9.22 defined in this study. The experimental data indicate a 
more abundant neutron production rate relative to the photon pro-
duction than any model predictions studied here.

Table 4
Hadron-to-photon ratio for experiment and MC models. The number of neutrons 
with energies above 100 GeV was divided by the number of photons with ener-
gies above 100 GeV. The rapidity intervals corresponding to the small tower, Large 
tower A, and Large tower B are η > 10.76, 9.22 > η > 8.99, and 8.99 > η > 8.81, 
respectively.

Nn/Nγ Small Large A Large B

Data 3.05 ± 0.19 1.26 ± 0.08 1.10 ± 0.07

DPMJET 3.04 1.05 0.76 0.74
EPOS 1.99 1.80 0.69 0.63
PYTHIA 8.145 1.27 0.82 0.79
QGSJET II-03 2.34 0.65 0.56
SYBILL 2.1 0.88 0.57 0.53

5. Summary and discussion

An initial analysis of neutron spectra at the very forward region 
of the LHC is presented in this paper. The data were acquired in 
May 2010 at the LHC from 

√
s = 7 TeV proton–proton collisions 

with integrated luminosities of 0.68 nb−1 and 0.53 nb−1 for the 
LHCf Arm1 and Arm2 detectors, respectively.

The neutron energy spectra were analyzed in three different 
rapidity regions. The results obtained from the two independent 

are the efficiency for the experimental cuts and are listed in
Table I. The errors were derived considering the
uncertainty in the parameter aðxFÞ in the Gaussian form
evaluated by HERA. There is no significant difference in
the result in case of using the ISR (exponential) pT

distribution.
The mean values of the simulated pT distributions in

each energy region are also listed in Table I. The cross
section was obtained after the correction of the energy
unfolding and the cut efficiency.

Table II summarizes all systematic uncertainties eval-
uated as the ratio of the variation to the final cross section
values. The absolute normalization error is not included in
these errors. It was estimated by BBC counts to be 9.7%
(22:9# 2:2 mb for the BBC trigger cross section).

The background contamination in the measured neutron
energy with the ZDC energy from 20 to 140 GeV for the
acceptance cut of r < 2 cm was estimated by the simula-
tion with the PYTHIA event generator. The background from
protons was estimated to be 2.4% in the simulation. The
systematic uncertainty in the experimental data was deter-
mined to be 1.5 times larger than this as discussed in
Sec. II B 3. Multiple particle detection in each collision
was estimated to be 7% with the r < 2 cm cut.

In the cross section analysis, we evaluated the beam
center shift described in Appendix A as a systematic
uncertainty. For the evaluation, cross sections were calcu-
lated in the different acceptances according to the result of
the beam center shift while requiring r < 2 cm, and the
variations were applied as a systematic uncertainty.

B. Result

The differential cross section, d!=dxF, for forward
neutron production in pþ p collisions at

ffiffiffi
s

p ¼ 200 GeV
was determined using two pT distributions: a Gaussian
form, as used in HERA analysis, and an exponential
form, used for ISR data analysis. The results are listed in
Table III and plotted in Fig. 13. We show the results for xF
above 0.45 since the data below 0.45 are significantly
affected by the energy cutoff before the unfolding. The
pT range in each xF bin is 0< pT < 0:11xF GeV=c from
Eq. (2) with the acceptance cut of r < 2 cm. The absolute
normalization uncertainty for the PHENIX measurement,
9.7%, is not included.

TABLE I. The expected pT for r < 2 cm, mean pT value with
the experimental cut, and the efficiency for the experimental cut
estimated by the simulation (Fig. 12). The errors were derived
considering the uncertainty in the parameter aðxFÞ in the
Gaussian form evaluated by HERA.

Neutron xF Mean pT (GeV=c) Efficiency

0.45–0.60 0.072 0:779# 0:014ð1:8%Þ
0.60–0.75 0.085 0:750# 0:009ð1:2%Þ
0.75–0.90 0.096 0:723# 0:006ð0:8%Þ
0.90–1.00 0.104 0:680# 0:016ð2:3%Þ

TABLE III. The result of the differential cross section
d!=dxFðmbÞ for neutron production in pþ p collisions at

ffiffiffi
s

p ¼
200 GeV. The first uncertainty is statistical, after the unfolding,
and the second is the systematic uncertainty. The absolute
normalization error, 9.7%, is not included.

hxFi Exponential pT form Gaussian pT form

0.53 0:243# 0:024# 0:043 0:194# 0:021# 0:037
0.68 0:491# 0:039# 0:052 0:455# 0:036# 0:085
0.83 0:680# 0:044# 0:094 0:612# 0:044# 0:096
0.93 0:334# 0:035# 0:111 0:319# 0:037# 0:123

TABLE II. Systematic uncertainties for the cross section mea-
surement. The absolute normalization error is not included in
these errors. The absolute normalization uncertainty was esti-
mated by BBC counts to be 9.7% (22:9# 2:2 mb for the BBC
trigger cross section).

Exponential pT

form
Gaussian pT

form

pT distribution 3%–10% 7%–22%
Beam center shift 3%–31%
Proton background 3.6%
Multiple hit 7%
Total 11%–33% 16%–39%
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FIG. 13 (color online). The cross section results for forward
neutron production in pþ p collisions at

ffiffiffi
s

p ¼ 200 GeV are
shown. Two different forms, exponential (squares) and Gaussian
(circles), were used for the pT distribution. Statistical uncertain-
ties are shown as error bars for each point, and systematic
uncertainties are shown as brackets. The integrated pT region
for each bin is 0< pT < 0:11xF GeV=c. Shapes of ISR results
are also shown. Absolute normalization errors for the PHENIX
and ISR are 9.7% and 20%, respectively.
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032006-10

RHICf

LHCf	2.76TeV	and	7TeV	data	shows	
Feynman	scaling	of	forward	𝜋0

ISR	(30-60GeV),	PHENIX	(200GeV)	and	LHCf	(7TeV)	data	
indicate	Feynman	scaling braking of	forward	neutrons	

LHCf
𝜋0

neutron



RHICf Installation	
@STAR	interaction	point

29

LHCf	Arm1	detector,	=	RHICf,	
has	been	transported	to	BNL	in	
May	2016	and	installed	in	the	
STAR	site	in	November.



θ xF = 2pz / s

pT = psinθ ≤ 1
2 s sinθ

p T
(G
eV

/c
)

LHCRHIC

ü Wide	xF-pT coverage	is	desired
ü Maximum	pT coverage	is	

proportional	to	𝜃√s	

xF-pT coverage	at	LHC	
7TeV and	RHIC	500GeV

30

Why	not	LHC	900GeV?

ü RHIC	allows	larger	𝜃 with	smaller	√s
ü xF-pT coverage	at	LHC	7TeV	and	RHIC	

500GeV are	almost	identical!!



Single-spin	asymmetry	by	PHENIX	
(PRD,	88,	032006,	2013)

31

ZDC

ZDC+BBC

ü strong	asymmetry	in	forward	neutrons	was	
discovered	at	RHIC

ü scaled	with	pT at	√s	=	62,	200,	500	GeV?

PHENIX	results	at	200GeV

ϕ

R

Lp p n

RHICf can	cover	pT<1GeV	only	
with	√s	=	510	GeV	operation!



Expected	statistics	in	12	hours
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Figure 10: Expected observed spectra of Type I π0 after 1 hour (3,600M collisions) at the
detector position-1.
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Figure 11: Expected observed spectra of single events after 12 hours (2040M effective
collisions) at the detector positions-1, 2, 3.
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Table 4: Number of neutrons and statistical accuracy to determine the asymmetry obtained
in 12 hours of operation at positions-1, 2 and 3.

pT (GeV ) N (×103) δA
0.0–0.1 2,310 0.0013
0.1–0.2 2,570 0.0012
0.2–0.3 1,710 0.0015
0.3–0.4 2,190 0.0014
0.4–0.5 1,210 0.0018
0.5–0.6 1,130 0.0019
0.6–0.7 402 0.0032
0.7–0.8 260 0.0039
0.8–1.2 104 0.0062

Figure 18: RHICf expected spectra in the small calorimeter at position-0.

19

1%	stat	error/bin

Neutron	SSA
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Figure 12: Expected observed spectra of Type I π0 after 12 hours (43,200M collisions) at
the detector positions-1, 2, 3.
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Figure 13: Expected observed spectra of high energy photon events after 3 hours (10,800M
effective collisions) at the detector positions-1, 2, 3.
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ü Luminosity	error	will	be	about	5%
ü Special	trigger	for	high	energy	EM	shower	is	under		

preparation
ü STAR	will	record	events	according	to	the	RHICf trigger

=>	Fruitful	possibilities	in	joint	analyses	with	central	
detectors,	ZDC,	roman	pots,… 32



1	

C-A	Opera+ons	FY17	
December	5,	2016	

FY	2017	
Program	Element	 Sep	 Oct	 Nov	 Dec	 Jan	 Feb	 Mar	 Apr	 May	 Jun	 Jul	 Aug	 Sep	

AGS-Booster/EBIS	Startup	(break	12/23	-	1/3)	

RHIC	Cryo	scrub	&	Cooldown	to	45	K	 Jan	6	

RHIC	Cryo	Cooldown/Warm-up	 Feb	6	 Feb	9	 					Jul	21	 Jul	24	

RHIC	Cryo	Opera+on	

RHIC	Cryo	off	

RHIC	STAR	

RHIC	Research	with	√s	=	510	GeV/n	pp	 	May	29	

RHIC	Research	RHICf		E=	255	GeV/n	p	 			 June	5	

RHIC	Research	with	√s	=	62	GeV/n		AuAu	 		 Jul	7	

CeC	PoP	Experiment	E=	40	GeV/n	Au	

Nov	30	 Dec	22	

NSRL	(NASA	Radiobiology)	

Jan	3	

BLIP	(Isotopes)	

BLIP	(Other)	

Shutdown	(RHIC)	

24	weeks	

12.5	wks	3	wks	

Dec	12	

Nov	11	

End	date?	

Tenta+ve	

33



LHC	p-O/O-O	collisions
ü LHC	is	TECHNICALLY	able	to	accelerate	and	collide	Oxygen	beams

ü Is	nuclear	effect	in	light	ion	collisions	well	understood?

ü In	A-A	collisions,	high	multiplicity	in	the	very	forward	region	=>	new	detector	is	required.
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原子核衝突でのモデル間の違い
モデルごとの酸素-酸素衝突と陽子-陽子衝突でのガンマ線スペクトル (左) 

とエネルギーごとの粒子生成率の差 (右) 
計算に使用したモデルはQGSJETII-04、EPOS-LHC、SIBYLL2.1

9
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LHCで測定された陽子衝突に比べ酸素衝突はモデル間の差が大 
QGSJETII-04では陽子衝突のおよそ6‒7倍の粒子生成率 
EPOS-LHC、SIBYLL 2.1ではおよそ4倍前後の粒子生成率

陽子衝突

酸素衝突

酸
素
衝
突
と
陽
子
衝
突
の
比O-O	collision

p-p	collision

O
-O
/p
-p

tune hadronic interaction models. However, there are a number of collective effects that are of
central importance in heavy ion collisions and much less of relevance for proton interactions
with light ions, in which typically only 3 nucleons participate on average. This means that
the modeling of most of the heavy ion data involves additional effects that will not help much
to understand cosmic ray interactions. The most promising way could be, perhaps, to select
peripheral p-Pb collisions with the same mean number of interaction nucleons as expected for
air. This would allow us to compare inclusive cross sections or other quantities that do not
depend on event-by-event fluctuations. The key point of such a measurement would be that the
number of interacting nucleons should not be determined by any quantity related to secondary
particle production (such as transverse energy, for example) but by the number of spectator
nucleons.

Given the lack of heavy ion data selected by the number of spectator nucleons and its
limited applicability to average quantities, the most promising way to reduce the uncertainties
of describing interactions with light nuclei is the direct measurement of p-O interactions at
LHC. (O is preferred over N only because it is used already as carrier ion for accelerating Pb
and it is hoped it can be injected without too high an effort of re-tuning the accelerator.)
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Fig. 6.5: Pseudorapidity distribution dN/dh of charged particles for inelastic events for p-p interactions
at 14 TeV on left panel and O-p interactions at 10 TeV on right panel. Predictions are from EPOS LHC
(solid line) and QGSJETII-04 (dashed line). The difference at very large pseudorapidity is related to
spectator nucleons that are not treated in QGSJET.

To illustrate the potential gain in accuracy of air shower predictions we first compare the
pseudorapidity distributions of charged particles in p-p interactions with that predicted for p-O
collisions, see Fig. 6.5. Only models already tuned to the new p-p data from LHC are shown.
Still there is a difference of 20 � 30% between the predictions for, for example, the charged
particle multiplicity of p-O interactions.

These differences in modeling p-O interactions lead to corresponding uncertainties in the
predictions of important air shower observables. This is shown in Fig. 6.6 considering the
mean depth of shower maximum, one of the observables typically used to determine the mass
composition of cosmic rays. The curves give the change in the predicted Xmax as function
of the relative difference between the nominal model prediction at LHC energy and a potential
measurement. The largest dependence is found for the p-O cross section for particle production.
If this cross section were 10% smaller than current expectations the predicted depth of shower
maximum would shift by ⇠ 30g/cm2, more than the difference between proton and helium
primaries. Similarly deviation of the particle multiplicity by 30% would correspond to a change
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Multiplicity	p-p	vs.	p-O

Photon	spectra	p-p	vs.	O-O



Series	of	zero	degree	workshop	held	at	KMI
• High-Energy	Scattering	at	Zero	Degrees	(HESZ),	2013
• Workshop	on	forward	physics	and	high-energy	scattering	at	
zero	degrees,	2015
- Joint	workshop	with	the	“LHC	forward	physics	working	group	
meeting”

• Workshop	on	forward	physics	and	high-energy	scattering	at	
zero	degrees,	2017
- Joint	workshop	with	the	“LHC	forward	physics	working	group	
meeting”

KMI	support	for	a	cosmic-ray	conference
• 2016	International	Conference	on	Ultra-High	Energy	Cosmic	
Rays,	Kyoto	(series	started	in	2010	from	Nagoya)

International	workshops	
lead	by	the	KMI	members
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Summary
üLHCf	measured	forward	particles	to	improve	the	air	shower	
simulation	at	1017eV

üSuccessful	operation	at	various	collisions;	
ü 0.9-13TeV	p-p,	5-8TeV	p-Pb

ü6	papers	for	physics	analysis	are	published
üConstruction,	operation,	analyses	are	led	by	the	Nagoya	members

üNew	experiment,	RHICf,	started	to	take	data	in	2017
ü√s	scaling	(and	its	break)	will	be	tested	in	the	cosmic-ray	equivalent	
energy	range	of	1014eV	– 1017eV

üFuture	plan	of	LHC	p-O,	O-O	collisions	is	in	investigation
üFuture,	future	plan	to	use	FCC	at	5x1018eV…
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Backup
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Publications

Photon
(EM	shower)

Neutron	
(hadron	
shower)

π0		(limited	
acceptance)

π0			(full	
acceptance) Performance

Beam	test

NIM, A671	(2012)	
129-136

JINST	submitted	
(2017)

JINST,	9	(2014)	
P03016

0.9TeV p-p PLB,	715 (2012)	
298-303 IJMPA,	28	

(2013)	
13300367TeV	p-p PLB,	703	(2011)	

128-134
PLB,	750	

(2015)	360-366

PRD,	86
(2012)	
092001	 PRD, 94	

(2016)	
032007	2.76TeV	p-p PRC, 89	

(2014)	
0652095.02TeV	p-Pb

13TeV	p-p In preparation Analysis	in	progress
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physics	results

performance	results



Event	category	of	LHCf
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π0 photon
Pi-zero	event
(photon	pair)

Single	photon	
event

Leading	baryon
(neutron)

Multi	meson	production

Single	hadron	
event

LHCf calorimeters

π0 photon



π0 at	SppS UA7	(630GeV)
(UA7;	Roman	Pot	calorimeter!!)

Volume 242, number 3,4 PHYSICS LETTERS B 14 June 1990 
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Fig. 2. Two photon mass spectra for (a) a photon pair in the same 4" calorimeter no. 1, (b) a pair in the same 4" calorimeter no. 2, (c) 
a pair consisting of one photon in 4" calorimeter no. 1 and a second photon in the 4" calorimeter no. 2. The lines correspond to the 
Monte Carlo simuation of the background as described in the text. 

the interact ion point.  Due to the loss of  these n°'s, the 
average t ransverse mom e n t a  calculated below have 
to be corrected by at most  1 MeV/c .  The energy l imi t  
is such that  no photon  pair  from the same n o could be 
confused with a single shower in the calor imeter  
placed inside the Roman  pot. As can be seen in figs. 
2a and 2b, for n°'s reconstructed from a pair  of  pho- 
tons in the same calorimeter  the background of  wrong 
combina t ions  is low. 

For  n°'s reconstructed from showers in different  
calorimeters,  the background has also been es t imated 
by associating randomly  two showers from different  
triggers. Using this technique,  the shape of  the two 
photon invar iant  mass spectra is well reproduced  be- 
low and above the n o mass region. The background 
from wrong pair  associat ion has been es t imated us- 
ing this dis tr ibut ion renormalized to the observed two 
photon  mass spectra outside the n o mass region. 

To correct the observed dis t r ibut ion  for l imi ted  
acceptance, a Monte  Carlo s imula t ion  has been per- 
formed by generating the n o d is t r ibut ions  by 

Arl ~'d -T= L +e×p-- D 

da =A' pt e x p ( ( ~ t P ~ ) ,  
dPt 

(p , )=(p , )o{1-exp[C(Y lab+Yo)2]} .  (1)  

The parameters  C = - 0 . 2 1 ,  D = 0 . 7 ,  Y o = l . 7  have 
been adjusted to produce the experimental  data, while 
the absolute normal iza t ions  are ob ta ined  from the 
m i n i m u m  bias trigger TMB data  common  to the UA4 

total  cross section measurement  [ 11 ]. The value 
( P t ) o = 4 0 0  M e V / c  has been taken from the UA2 
measurement  at Y~ab=6.3 [2] .  

Fig. 3 shows the corrected Pt d is t r ibut ions  for dif- 
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Fig. 3. Invariant Pt distribution of the n o for different rapidity 
intervals. The lines represent the best exponential fit to the data. 

• Yta~= 1.45~ 
zx Yta~= 1.25 
• Ytab= 0.95" 
D Ytan = 0 . 6 0  
• Ytan 0.25-  
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Complimentary phase space coverage to UA7

Pare et al.
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All	pi0					
UA7	coverage	(630GeV)		
η>6	(roughly	LHCf at	RHIC)



Theoretical	explanation

• Pion-a1 interference:	results
- The	data	agree	well	with	independence	
of	energy

• The	asymmetry	has	a	sensitivity	to	
presence	of	different	mechanisms,	e.g.	
Reggeon exchanges	with	spin-non-flip	
amplitude,	even	if	they	are	small	
amplitudes

42

( )
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gf
fgAN

+
»

f : spin non-flip amplitude
g : spin flip amplitude

Kopeliovich,	Potashnikova,	Schmidt,	Soffer:	Phys.	Rev.	
D	84	(2011)	114012.	



Beam	Condition

43

1day	for	β* setup,	1	day	for	polarization	direction,	2	days	for	physics
=>	1	week	near	the	end	of	RUN17	including	contingency	is	approved		

to	reduce	beam	divergence

to	measure	up-down	asymmetry



Light	ion	
collision@LHC
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D.	Manglunki presented	at	the
workshop:	“Results	and	prospects	of	
forward	physics	at	the	LHC:	
Implications	for	the	study	of	diffraction,	
cosmic	ray	interactions,	and	more”,	11-
12	Feb	2013,	CERN



シャワー発達の様子
500 GeVのガンマ線を入射させたときのシャワー発達
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ピクセルサイズが1 mmの場合

このシャワーの形状を解析した
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シャワー発達の様子
500 GeVのガンマ線を入射させたときのシャワー発達
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All	pixelized
“Super	ZDC”
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シャワー発達の様子
500 GeVのガンマ線を入射させたときのシャワー発達
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γ

ピクセルサイズの最適化
2つのガンマ線が入射した場合のデータを作成した 
 ピクセルサイズ別に二粒子識別性能・位置分解能を解析
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1TeVのガンマ線2つが入射したときの 
ピクセルサイズ別のシャワー形状の例

ピクセルサイズが大きくなると入射位置の情報がなまる。 
一方でピクセルサイズが小さいほどデータ量の増加や 

回路の複雑化などデメリットが増える。 
測定に十分な性能を達成できる 

最大のピクセルサイズを求めることが重要。 

ピクセルサイズ 1mm ピクセルサイズ 2mmピクセルサイズ 1.5mm

ピクセルサイズ 2.5mm

2mm	pixel	size

ü Preliminary	study	for	O-O	measurement
ü Multi	particle	events	can	be	resolved	by	pixelize

the	calorimeters
ü 2mm	x	2mm	pixel	calorimeter	can	separate	multi	

particle	events	in	O-O	collisions	

Event	sample
Photon	hit	in	9cmx9cm
(neutron	is	not	yet	considered)

MCによる検出器の要求決定
衝突点から見て 90 mm × 90 mmの検出器を仮定

10

5‒10 mmまで接近したガンマ線が識別できれば、 
検出器に入射するガンマ線のおよそ95%を識別可能
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105回の核子あたりの衝突エネルギー√sNN=7TeVの酸素衝突の解析
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