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High energy hadron physics  
    at zero-degree



Zero-degree of collisions
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加速器実験でどこを測れば良い？
本研究で着目するのは、散乱の超前方(|η|>8.4)と呼ばれる領域

• ハドロン散乱のエネルギー流量は超前方領域にほとんど集中 
• 空気シャワーの発達に重要なのは超前方での粒子生成 
‣特に空気シャワーの大部分を構成する、電磁(EM)成分(主にπ0崩壊の

photon)がどう生成されるかが重要 => 本研究により検証

Physics at Zero degree 
✓Soft collisions, low-pT < 1GeV 

 → pQCD does not work. 
 → Phenomenological model is needed 
✓High energy flux  

 → Most of longitudinal momentum is carried  
     by remnants of collisions.  

Central region

Fragmentation  
of remnants 

very forward region
LHC

RHIC

Detector 
(LHCf or  
 RHICf)

These are important for cosmic-ray physics, 
especially observation of  

ultra-high energy cosmic-rays 
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A few degrees  
@ 1019eV proton 
     UHECR  
     Astronomy 



Arrival direction of UHECRs

4TA collaboration, ApJ 790 L21 (2014)

Is the TA hot-spot causing the flux di↵erences?

Energy Spectrum working group 15 / 24

TA found a cluster (hot spot.) 
but the distribution does not match 
any catalogs of energetic objects well.

Telescope Array (TA) result

✓Scattering angle from the source 
depends on the composition. 
✓Mean free path of UHECRs during  

the propagation from the source  
depends on the composition also. 



UHECR observations
√
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Hadronic Interactions at UHEHadronic Interactions at UHE

[18 of 30]

Indirect observation by using the air shower technique 
Easy to have Large Acceptance  
Uncertainty in the reconstruction  
of primary CR information.  

😊
😔

• Energy spectrum 
• Anisotropy  
• Chemical composition 

Method of UHECR observation

4

• UHECR is observed by using air shower (cascade reaction of 
primary cosmic rays with atmospheric particles).

• Using air shower MC, spectrum and arrival direction of primary 
cosmic rays are reconstructed.
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Composition measurement

6

Xmax above 1017.2 eV, Measurements and Composition Implications Jose Bellido

Figure 4: The mean (left) and the standard deviation (right) of the measured Xmax distributions as a function
of energy compared to air-shower simulations for proton and iron primaries.

the tails of the Xmax distributions.
Between 1017.2 and 1018.33 eV the observed elongation rate (rate of change of hXmaxi) is

(79±1) g/cm2/decade (Fig. 4, left). This value, being larger than that expected for a constant mass
composition (⇠60 g/cm2/decade), indicates that the mean primary mass is becoming lighter with
increasing energy. At 1018.33±0.02 eV the elongation rate becomes significantly smaller ((26± 2)
g/cm2/decade) indicating that the composition is becoming heavier with increasing energy. The
fluctuations of Xmax (Fig. 4, right) decrease above 1018.3 eV, also indicating a composition becom-
ing heavier with increasing energy.

The mean value of lnA, hlnAi, and its variance, s2
(lnA), determined from Eqs. (1.1) and (1.2),

are shown in Fig. 5. For the parameters hXmaxip, fE and hs2
shi, the EPOS-LHC [7], QGSJetII-

04 [8] and Sibyll2.3 [9] hadronic interaction models are used. The unphysical negative values
obtained for s2

(lnA) result from the corresponding hadronic model predicting s(Xmax) values (for
pure compositions) that are larger than the observed ones. An average value of s2

(lnA) ' 1.2 to
2.6 has been estimated in [10] using the correlation between Xmax and S1000 (the signal recorded
at 1000 m). This range for s2

(lnA) is valid for the three hadronic models and for the energy
range lg(E/eV) = 18.5 to 19.0. The average s2

(lnA) from Fig. 5, for the same energy range, is
(0.8±0.4) for EPOS-LHC, (�0.7±0.4) for QGSJetII-04, (0.6±0.4) for Sibyll2.3. The QGSJetII-
04 and Sibyll2.3 models failed to provide consistent interpretation, and EPOS-LHC is marginally
consistent.

For the three models, similar trends with energy for hlnAi and s2
(lnA) are observed. The

primary mass is decreasing with energy reaching minimum values at 1018.33±0.02 eV, and then
it starts to increase again towards higher energies. The spread of the masses is almost constant
until ⇡ 1018.3 eV after which it starts to decrease. Together with the behavior of hlnAi, this is an
indication that the relative fraction of protons becomes smaller for energies above ⇡1018.3 eV.

The expected Xmax distributions for p, He, N and Fe have been parametrized [11] using a

45

proton

iron

PA collaboration  
(ICRC2017)
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✓ Improvement of hadronic interaction models is  
one of the keys for UHECR studies. 

✓ LHC provide unique opportunities to verify the 
models at √s=14TeV (ECR=1017eV)

An event of  
observed air shower



▪ Cross section
If large σine: rapid development 
If small σine : deep penetrating

▪ Very forward 
energy spectrum  

• If softer, shallow development 
• If harder, deep penetrating

• If small k (π0s carry more energy):  
  rapid development 

• If large k (baryons carry more energy):     
  deep penetrating

	 ▪ Secondary interactions  
 (n, p, π) 

▪ Secondary particle multiplicity 
▪ Forward angular emission  
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加速器実験でどこを測れば良い？
本研究で着目するのは、散乱の超前方(|η|>8.4)と呼ばれる領域

• ハドロン散乱のエネルギー流量は超前方領域にほとんど集中 
• 空気シャワーの発達に重要なのは超前方での粒子生成 
‣特に空気シャワーの大部分を構成する、電磁(EM)成分(主にπ0崩壊の

photon)がどう生成されるかが重要 => 本研究により検証

Multiplicity Energy Flow
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Experimental Setup 
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ATLAS 

9

Chapter3

ZDCDesign

3.1ZDCLocation

TheZDCsresideinaslotintheneutralbeamabsorbers(TAN).Fig.3.1schematically
showsthelocationoftheTANsandthustheZDCs.TheTANislocated140mfrom
theIP,andisrequiredtoabsorbthefluxofforwardhighenergyneutralparticles
thatwouldotherwiseimpingeonthetwinaperturesuperconductingbeamseparation
dipoles(D2).TheZDCsareplacedinaslotintheTANthatwouldotherwisecontain
inertcopperbarsasshielding,atthepointwherethebeampipetransitionsfromone
pipetotwo.Figure3.2showstwoconfigurationsofZDCmodulesintheTAN.The
twoconfigurationsarediscussedbelowinsection7.2.
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Figure3.1:LHCbeamlinesintheregionofIP1showingthelocationoftheZDCs
(left).TransparentviewoftheTANshowingthebeampipeandlocationofZDC
modules(right).TheTANis140mfromtheIP.
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LHCf

• 衝突点から±140mのビームパイプが分岐
する地点の直後に検出器を設置 
‣独立した２つの検出器, Arm1/Arm2 

• ゼロ度を含む超前方に生成された
(η>8.4)中性粒子( photon, π0, neutron )が
測定可能 
‣荷電粒子は陽子ビームと同様に磁場
で曲げられるため検出器には入射し
ない

Large Hadron Collider forward (LHCf) 実験

衝突点

140 m
96mm

Interaction point

• Two independent detectors:  
Arm1 and Arm2 in both sides of 
ATLAS interaction points  

• pseudorapidity coverage: η > 8.4 
• Measure neutral particles  

Photon, Neutrons and π0  

Charged particles are swept out by 
the magnetic field of the dipole magnets 
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The LHCf detectors 
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40mm

20mm

Front Counter
• thin scintillators with 80x80mm2 

•  To monitor beam condition.  
•  For background rejection of    
   beam-residual gas collisions  
   by coincidence analysis Arm1

Arm2Expected Performance  
  Energy resolution (> 100GeV) 
       < 5%     for Photons 
        40%       for Neutrons 
  Position resolution  
     < 200µm   for Photons 
     a few mm  for Neutrons

• W (44 r.l  , 1.7λI ) and Scintillator x 16 Layers 
• Four positioning sensitive layers  
  XY-Scintillator bars (Arm1) and XY-Silicon strip(Arm2) 
• Each detector has two calorimeter towers,  
  which allow to reconstruct π0 

LHCf:¢`�$

ª�

ATLAS 

140m!

´³²µ¥±·¶¦¨�

´³²µ¥±·¶¦©�

Charged!par5cles!(+)!
Beam 

Charged!par5cles!(?)!

Neutral$$
par3cles$

Beam!pipe!

96mm�

!  LHC��(Îp?p�x��OJ�{3(wcêøþĀp�Ñ��)àf9!

!  LHC!√s=13TeV!p?p�xÓ¥Elab!=!9×1016eV!
!  2010>Ñ!LHC!900GeV,!7TeV�3�xðĀíº2013>Ñ!2.76TeV�3�
xÏ5.02TeV�3��xðĀíÒ"Bà|�!

Sampling and Positioning Calorimeters 



The LHCf detectors
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silicon strip detector

GSO ScintillatorArm1 Detector

Detector in the LHC tunnel



The LHCf history
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Jan 2008  
Installation 
Sep  
1st LHC beam

Aug 2007 
 SPS beam test

Jul 2006 
 construction

Dec 2009 - Jul 2010 
 0.9TeV	&	7TeV	p-p 
(detector removal) 

Dec 2012- Feb 2013 
5TeV/n	p-Pb,	2.76TeV	p-p 
Arm2 only  
(detector removal and 
upgrade) 

May-June 2015 
13	TeV	dedicated	p-p	
(detector removal)

Nov. 2016 
5TeV/n	&	8TeV/n	p+Pb		
Arm2 only  
(detector removal)

• May 2004 LOI  

• Feb 2006 TDR 

• June 2006 LHCC 
approved 

P.

2016年オペレーション
11月2日　　   検出器をビームラインに設置 
11月12-14日  オペレーション＠√sNN=5TeV 
11月19, 25日  オペレーション＠√sNN=8TeV 
1月、検出器取り外し

8O. Adriani                                                                                                  LHCf Status Report                                                                  CERN, November 30th, 2016 

+ Some pictures of the installation 
(2-4/11/2016) 

Photos in Operation 2017



LHCf operations and results
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Run Elab (eV) Photon Neutron π0

p-p √s=0.9TeV 
(2009/2010) 4.3x1014 PLB 715, 298 

(2012) -

p-p √s=2.76TeV 
(2013) 4.1x1015 PRC 86, 065209 

(2014) PRD 94   
032007 
(2016)p-p √s=7TeV 

(2010)
2.6x1016 PLB 703, 128 

(2011)
PLB 750 
360 (2015)

PRD 86, 092001 
(2012)

p-p √s=13TeV 
(2015) 9.0x1016 PLB 780, 233 

(2018)
JHEP, 2018, 73 

(2018) on-going

p-Pb √sNN=5TeV 
(2013,2016)

1.4x1016 PRC 86, 065209 
(2014)

p-Pb √sNN=8TeV 
(2016) 3.6x1016 Preliminary

RHICf  
p-p √s=510GeV 

(2017)
1.4x1014 on-going
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Figure 4: Comparison of the photon spectra obtained from the experimental data and MC

predictions. The top panels show the energy spectra, and the bottom panels show the ratio of

MC predictions to the data. The hatched areas indicate the total uncertainties of experimental

data including the statistical and the systematic uncertainties.

Acknowledgments

We thank the CERN staff and the ATLAS Collaboration for their essen-

tial contributions to the successful operation of LHCf. This work was partly290

supported by JSPS KAKENHI Grant Numbers JP26247037, JP23340076 and

the joint research program of the Institute for Cosmic Ray Research (ICRR),

University of Tokyo. This work was also supported by Istituto Nazionale di

Fisica Nucleare (INFN) in Italy. Parts of this work were performed using the

computer resource provided by ICRR (University of Tokyo), CERN and CNAF295

(INFN).

References

[1] A. Aab et al. (Pierre Auger Collaboration), Nucl. Instrum. Methods Phys.

Res., Sect. A 798 (2015) 172.

14

η > 10.94 8.81 < η < 8.99

14

Photon at p-p, 13TeV



1000 2000 3000 4000 5000 6000

]
-1

 d
N

/d
E

 [
G

e
V

in
e

1
/N

10−10

9−10

8−10

7−10

6−10

5−10
=13TeV photonsLHCf 

°=180φ∆ > 10.94, η
-1Ldt=0.191nb∫

Data

QGSJET II-04

EPOS-LHC

DPMJET 3.06

SIBYLL 2.3

PYTHIA 8.212

Energy [GeV]

1000 2000 3000 4000 5000 6000

M
C

/D
a
ta

0

1

2

3

4 1000 2000 3000 4000 5000 6000
]

-1
 d

N
/d

E
 [
G

e
V

in
e

1
/N

10−10

9−10

8−10

7−10

6−10

5−10
=13TeV photonsLHCf 

°=20φ∆<8.99, η8.81<
-1Ldt=0.191nb∫

Energy [GeV]

1000 2000 3000 4000 5000 6000

M
C

/D
a
ta

0

1

2

3

4

Figure 4: Comparison of the photon spectra obtained from the experimental data and MC

predictions. The top panels show the energy spectra, and the bottom panels show the ratio of

MC predictions to the data. The hatched areas indicate the total uncertainties of experimental

data including the statistical and the systematic uncertainties.

Acknowledgments

We thank the CERN staff and the ATLAS Collaboration for their essen-

tial contributions to the successful operation of LHCf. This work was partly290

supported by JSPS KAKENHI Grant Numbers JP26247037, JP23340076 and

the joint research program of the Institute for Cosmic Ray Research (ICRR),

University of Tokyo. This work was also supported by Istituto Nazionale di

Fisica Nucleare (INFN) in Italy. Parts of this work were performed using the

computer resource provided by ICRR (University of Tokyo), CERN and CNAF295

(INFN).

References

[1] A. Aab et al. (Pierre Auger Collaboration), Nucl. Instrum. Methods Phys.

Res., Sect. A 798 (2015) 172.

14

η > 10.94 8.81 < η < 8.99

15

QGSJET II-04

EPOS-LHC

QGSJET II-04

EPOS-LHC

EPOS-LHC  Good agreement in < 3,4 TeV of both high/low-η 
QGSJET II-04 Very nice overall agreement in the high-η  
                       Softer in the low-η 
SIBYLL 2.3    Very nice overall agreement in the high-η  
                       Harder in the low-η

Photon at p-p, 13TeV



Photon Energy Flow

16

η
5 6 7 8 9 10 11 12 13

 [G
eV

]
η

dE
/d
0

50

100

150

200

250

300

350

30×

LHCf Arm1
QGSJETII-04
EPOS-LHC
SYBILL 2.3

Photons
=13TeVsp-p 

Figure 5.10: Measured photon energy flow after the correction for ine�ciency of
the low energy photons and corresponding MC predictions in p–p

p
s=13 TeV. MC

predictions are shown in colored lines, while measured data at each ⌘ region are shown
in black points. Measured energy flows are plotted with the estimated systematic and
statistical errors. In the region of ⌘ >10.94, �⌘ is assumed as �⌘ =13-10.94.

results by 5–8 %. No models are consistent with the measured data at the highest

⌘ bin, 13 > ⌘ > 10.94. The measured data results indicate that the photon energy

flow by QGSJETII-04 is smaller in all measured ⌘ regions. The lack of the photon

energy flow of QGSJETII-04 is a level of 30 %. The corrected results and the model

predictions are summarized in Tab. 5.3.

5.3 Discussion

In this chapter, we summarize the obtained results of the very-forward photon pro-

duction in terms of the energy spectrum and the energy flow measurement and the

corresponding model predictions. Since the agreement of the results obtained with

the Arm1 and the Arm2 detectors has been already confirmed in Sec.4.6.1, the dis-

cussion here is built on the obtained results of the wide ⌘ acceptance calculated with

the Arm1 detector in this chapter. In order to consider the impact of this work

110

dE

d⌘
= Cthr

1

�⌘

X

Ej>200GeV

EjF (Ej)

Energy Flow Calculation:

F(Ej) : Measured differential cross-section 
Δη    : The pseudo-rapidity range 
Cthr    : Correction factor for the threshold  
           200 GeV→ 0 GeV.  

EPOS-LHC, SIBYLL2.3  Good agreement  
QGSJET II-04                  ~ 30% lower than data

Ref: Y. Makino CERN-THESIS-2017-049
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Neutral Pions at 7TeV p-p
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C. Background subtraction

Background contamination of two-photon !0 events by
hadron events and the accidental coincidence of two pho-
tons not coming from the decay of a single !0 are sub-
tracted using the so-called ‘‘sideband’’ method.

Figure 4 shows an example of the reconstructed two-
photon invariant mass distribution of the experimental data
of Arm1 in the rapidity range from 9.0 to 9.2. The energy
scale correction discussed in the previous section has been
applied. The sharp peak around 135 MeV is due to !0

events. The solid curve represents the best fit of a compos-
ite physics model to the invariant mass distribution of the
data. The model consists of an asymmetric Gaussian dis-
tribution (also known as a bifurcated Gaussian distribution)
for the signal component and a third-order Chebyshev
polynomial function for the background component. The
dashed curve indicates the background component.

Using the expected mean (m̂) and 1" deviations ("l for
lower side and "u for upper side) of the signal component,
the signal window is defined as the invariant mass region
within the two solid arrows shown in Fig. 4, where the
lower and upper limits are given by m̂! 3"l and m̂þ 3"u,
respectively. The background window is constructed
from the two sideband regions, ½m̂! 6"l; m̂! 3"l$ and
½m̂þ 3"u; m̂þ 6"u$, that are defined as the invariant mass
regions within the dashed arrows in Fig. 4.

The rapidity and pT distributions of the signal
[fðy; pTÞSig] are then obtained by subtracting the back-
ground distribution [fðy; pTÞBG], estimated by the back-
ground window, from the signal-rich distribution
[fðy; pTÞSigþBG] selected from the signal window. The
fraction of the background component included in the

signal window can be estimated using the likelihood func-
tion [LBGðy; pT; m##Þ] characterized by the best-fit third-
order Chebyshev polynomial function. For simplicity,
LBGðy; pT; m##Þ is shortened as LBG in the following
text. Thus the signal distribution with background sub-
tracted is given by

fðy;pTÞSig¼fðy;pTÞSigþBG!Rðy;pT;m̂;"l;"uÞfðy;pTÞBG;
(4)

where Rðy; pT; m̂;"l;"uÞ is the normalization for the back-
ground distribution and written as

Rðy;pT;m̂;"l;"uÞ¼
Rm̂þ3"u
m̂!3"l

LBGdm##Rm̂!3"l
m̂!6"l

LBGdm##þ
Rm̂þ6"u
m̂þ3"u

LBGdm##

:

(5)

D. Unfolding of spectra

The raw rapidity–pT distributions must be corrected for
unavoidable reconstruction inefficiency and for the smear-
ing caused by finite position and energy resolutions. An
iterative Bayesian method [39,40] is used to simulta-
neously correct for both effects. The advantages of an
iterative Bayesian method with respect to other unfolding
algorithms are discussed in another report [39]. The un-
folding procedure for the data is organized as follows.
First, the response of the LHCf detectors to single !0

events is simulated by toy MC calculations. In the toy MC
simulations, two photons from the decay of !0s and low
energy background particles such as those originating in a
prompt photon event or a beam pipe interaction are traced
through the detector and then reconstructed with the event
reconstruction algorithm introduced above. Note that the
single !0 kinematics that are simulated within the allowed
phase space are independent of the particular interaction
model that is being used. The background particles are
simulated by a hadronic interaction model, which is dis-
cussed later, since the amount of background particles is
not directly measured by the LHCf detector.
The detector response to !0 events depends on rapidity

and pT, since the performance of the particle identification
algorithm and the selection efficiency of events with a
single-photon hit in both calorimeters depend upon the
energy and the incident position of a particle. The recon-
structed rapidity—pT distributions for given true rapidity—
pT distributions then lead to the calculation of the response
function. Then the reconstructed rapidity and pT spectra
are corrected with the response function that is equivalent
to the likelihood function in Bayes’s theorem. The correc-
tions are carried out iteratively whereby the starting point
of the current iteration is the ending point of the previous
iteration. Statistical uncertainty is also propagated from
the first iteration to the last. Iteration is stopped at or
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FIG. 4 (color online). Reconstructed invariant mass distribu-
tion within the rapidity range from 9.0 to 9.2. Solid curve shows
the best-fit composite physics model to the invariant mass
distribution. Dashed curve indicates the background component.
Solid and dashed curves indicate the signal and background
windows, respectively.
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9.2 indicate the pT threshold of the Arm2 detector owing to
the photon energy threshold and the geometrical accep-
tance. The pT threshold of the Arm1 detector occurs at a
higher value of pT than Arm2 due to its smaller accep-
tance. A general agreement between the Arm1 and Arm2
pT spectra within statistical and systematic uncertainties is
evident in Fig. 6.

Figure 7 presents the combined pT spectra of the Arm1
and Arm2 detectors (black dots). The 68% confidence
intervals incorporating the statistical and systematic un-
certainties are indicated by the shaded green rectangles.
The combined spectra below the pT threshold of Arm1 are
taken from the Arm2 spectra alone. Above the pT threshold
of Arm1, experimental pT spectra of the Arm1 and Arm2
detectors have been combined following the ‘‘pull
method’’ [44] and the combined spectra have accordingly
been obtained by minimizing the value of the chi-square
function defined as

!2 ¼
Xn

i¼1

X2

a¼1

0
@N

obs
a;i ð1þ Sa;iÞ % Ncomb

"a;i

1
A

2

þ !2
penalty; (7)

where the index i represents the pT bin number running
from 1 to n (the total number of pT bins), Nobs

a;i is the
number of events, and "a;i is the uncertainty of the

Arm-a analysis calculated by quadratically adding the
statistical uncertainty and the energy scale uncertainty
estimated by test beam data at SPS. The Sa;i denotes the
systematic correction to the number of events in the ith bin
of Arm-a:

Sa;i ¼
X6

j¼1

fja;i"
j
a: (8)

The coefficient fja;i is the systematic shift of ith bin content
due to the jth systematic uncertainty term. The systematic
uncertainty is assumed fully uncorrelated between the
Arm1 and Arm2 detectors and consists of six uncertainties
related to energy scale owing to the invariant mass shift,
PID, beam center position, single-hit, position-dependent
correction, and contamination by multihit #0 events.
Coefficients "ja, which should follow a Gaussian distribu-
tion, can be varied to achieve the minimum !2 value in
each chi-square test, while they are constrained by the
penalty term

!2
penalty ¼

X6

j¼1

ðj"jArm1j2 þ j"jArm2j2Þ: (9)

The#0 production rates for the combined data of LHCf are
summarized in Tables IV, V, VI, VII, VIII, and IX. Note
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FIG. 7 (color online). Combined pT spectra of the Arm1 and Arm2 detectors (black dots) and the total uncertainties (shaded
rectangles) compared with the predicted spectra by hadronic interaction models.
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that the uncertainty in the luminosity determination
!6:1%, that is not included in Fig. 7, can make a pT

independent shift of all spectra.
For comparison, the pT spectra predicted by various

hadronic interaction models are also shown in Fig. 7.
The hadronic interaction models that have been used in
Fig. 7 are DPMJET 3.04 (solid line, red), QGSJET II-03
(dashed line, blue), SIBYLL 2.1 (dotted line, green), EPOS
1.99 (dashed-dotted line, magenta), and PYTHIA 8.145
(default parameter set, dashed-double-dotted line, brown).
In these MC simulations, !0s from short-lived particles
that decay within 1 m from IP1, for example " ! 3!0, are
also counted to be consistent with the treatment of the
experimental data. Note that, since the experimental pT

spectra have been corrected for the influences of the
detector responses, event selection efficiencies and geo-
metrical acceptance efficiencies, the pT spectra of the
interaction models may be compared directly to the
experimental spectra as presented in Fig. 7.

Figure 8 presents the ratios of pT spectra predicted by
the various hadronic interaction models to the combined
pT spectra. Error bars have been taken from the statistical
and systematic uncertainties. A slight step found around
pT ¼ 0:3 GeV in 8:9< y< 9:0 is due to low pT cutoff of
the Arm1 data. The ratios are summarized in Tables X, XI,
XII, XIII, XIV, and XV.

VII. DISCUSSION

A. Transverse momentum spectra

Several points can be made about Fig. 8. First, DPMJET

3.04 and PYTHIA 8.145 show overall agreement with the
LHCf data for 9:2< y< 9:6 and pT < 0:2 GeV, while the
expected !0 production rates by both models exceed
the LHCf data as pT becomes large. The latter observation
can be explained by the baryon/meson production mecha-
nism that has been employed in both models. More spe-
cifically, the ‘‘popcorn model’’ [45,46] is used to produce
baryons and mesons through string breaking, and this
mechanism tends to lead to hard pion spectra. SIBYLL 2.1,
which is also based on the popcorn model, also predicts
harder pion spectra than the experimental data, although
the expected !0 yield is generally small.
On the other hand, QGSJET II-03 predicts !0 spectra that

are softer than the LHCf data and the other models. This
might be due to the fact that only one quark exchange is
allowed in the QGSJET model. The remnants produced in a
proton-proton collision are likewise baryons with rela-
tively small mass, so fewer pions with large energy are
produced.
Among hadronic interaction models tested in this analy-

sis, EPOS 1.99 shows the best overall agreement with the
LHCf data. However, EPOS 1.99 behaves softer than the
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FIG. 8 (color online). Ratio of the combined pT spectra of the Arm1 and Arm2 detectors to the predicted pT spectra by hadronic
interaction models. Shaded areas indicate the range of total uncertainties of the combined pT spectra.
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4.5. Correction factors 93
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Analysis
• Particle Identification 

    EM shower → develop in shallow layers  
    Hadronic showers → develop in deep layers  

• Energy resolution of 40%  
• Contamination of Δ0, K0 

L2D (PID estimator) Distribution
5.25 TeV< En < 5.5 TeV 

Motivation
• Inelasticity measurement kinela  

  kinela = 1 - Eleading/Ebeam  
• Large discrepancies between data and model prediction  

were found in the measurement at p-p, √s=7TeV   

Neutron, p-p √s=13TeV

Data
• 3 hour operation in June 2015 
• Low pile-up, µ~0.01   
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Figure 4: Unfolded neutrons energy spectra for p-p collisions at
p
s = 13 TeV measured by

the LHCf Arm2 detector. Black markers are experimental data with statistical uncertainty,

whereas gray bands represent the quadrature sum of statistical and systematic uncertainty.

Histograms refer to models spectra at the generator level. Top are energy distributions ex-

pressed as d�n/dE and bottom are the ratios of these distributions to the experimental data.

8.99, respectively. In particular, they are compatible with data in the region

between 1.5 and 2 TeV, where neutron production is maximum, but they are

softer or harder otherwise. The other models underestimate (QGSJET II-04)

or overestimate (DPMJET 3.06, PYTHIA 8.212) the di↵erential cross section395

in all the energy range.

The general trend of experimental data is similar to what observed at
p
s= 7 TeV

[13]. Direct comparison of models can not be done because the version used here

is di↵erent respect to the one employed in [13]: in particular, QGSJET II-04,

EPOS-LHC and SIBYLL 2.3 were tuned using LHC Run I results. Comparing400

the pre-LHC and post-LHC version of SIBYLL, we can observe a significant

increase of the neutron production in all the pseudorapidity regions, fact that

improves the agreement of the model with experimental measurements. Di↵er-

ently, QGSJET and EPOS are not a↵ected by relevant changes. Whereas no

strong variation is found also in PYTHIA, DPMJET exhibits a very di↵erent405

neutron production in the two cases. Because no significant changes in di↵er-

ential cross section are expected between
p
s= 7 and 13 TeV, this variation is

18

• In η > 10.76, data shows a strong increasing of neutron production in the 
high energy region. This behavior is not predicted by all models. 

• EPOS-LHC and SIBYLL 2.3 have the best agreement in 8.99 < η < 9.22, 
8.81 < η < 8.99, respectively.
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Figure 4: Unfolded neutrons energy spectra for p-p collisions at
p
s = 13 TeV measured by

the LHCf Arm2 detector. Black markers are experimental data with statistical uncertainty,

whereas gray bands represent the quadrature sum of statistical and systematic uncertainty.

Histograms refer to models spectra at the generator level. Top are energy distributions ex-

pressed as d�n/dE and bottom are the ratios of these distributions to the experimental data.

8.99, respectively. In particular, they are compatible with data in the region

between 1.5 and 2 TeV, where neutron production is maximum, but they are

softer or harder otherwise. The other models underestimate (QGSJET II-04)

or overestimate (DPMJET 3.06, PYTHIA 8.212) the di↵erential cross section395

in all the energy range.

The general trend of experimental data is similar to what observed at
p
s= 7 TeV

[13]. Direct comparison of models can not be done because the version used here

is di↵erent respect to the one employed in [13]: in particular, QGSJET II-04,

EPOS-LHC and SIBYLL 2.3 were tuned using LHC Run I results. Comparing400

the pre-LHC and post-LHC version of SIBYLL, we can observe a significant

increase of the neutron production in all the pseudorapidity regions, fact that

improves the agreement of the model with experimental measurements. Di↵er-

ently, QGSJET and EPOS are not a↵ected by relevant changes. Whereas no

strong variation is found also in PYTHIA, DPMJET exhibits a very di↵erent405

neutron production in the two cases. Because no significant changes in di↵er-

ential cross section are expected between
p
s= 7 and 13 TeV, this variation is

18

• In η > 10.76, data shows a strong increasing of neutron production in the 
high energy region. This behavior is not predicted by all models. 

• EPOS-LHC and SIBYLL 2.3 have the best agreement in 8.99 < η < 9.22, 
8.81 < η < 8.99, respectively.

ୈ 1ষ ܠഎڀݚ 11

িಥΤωϧΪʔ
√

s =30.6ɺ44.9ɺ52.8ɺ62.7 GeVɺPHENIX ݧ࣮ [15] ͕
√

s = 200 GeV Ͱཅࢠ-ཅࢠি
ಥ࣮ݧΛ͍ߦɺϑΝΠϯϚϯεέʔϦϯάͷূݕΛ͍ͯͬߦΔɻਤ 1.4 ISR࣮ٴݧͼ PHENIX࣮ݧʹ
͓͚ΔલํྖҬʹੜ͞ΕΔதੑࢠͷஅ໘ੵΛࣔ͢ɻԣ࣠ xFɺॎ࣠ 0 < pT < 0.11xF [GeV/c]ͷ
ྖҬʹੜ͞ΕΔதੑࢠͷஅ໘ੵΛࣔ͢ɻਤ 1.4ΑΓɺISR࣮ݧͱ PHENIX࣮ݧͰଌఆ͞ΕͨΤωϧ
Ϊʔཅࢠ -ཅࢠিಥͰϑΝΠϯϚϯεέʔϦϯά͕Γཱ͍ͬͯΔ͜ͱ͕Θ͔Δɻ

ਤ 1.4 PHENIX ݧ࣮
√

s = 200GeV ཅࢠ - ཅࢠিಥʹ͓͚Δલํੜதੑࢠͷඍࢄཚஅ໘ੵɻԣ
࣠ xF = 2pZ/

√
s Ͱఆٛ͞ΕΔɻPHENIX࣮͕ݧিಥΤωϧΪʔ

√
s = 200 GeV݁ՌͰଌఆͨ݁͠

ՌࠇɺISR࣮͕ݧিಥΤωϧΪʔ
√

s =30.6ɺ 44.9ɺ 52.8ɺ 62.7 GeVͰଌఆͨ݁͠ՌͦΕͧΕ
࣮ઢͰࣔ͞ΕΔɻPHENIX࣮ݧͷଌఆσʔλ ISR࣮ݧͷ݁ՌʹΑ͘Ұக͍ͯ͠Δɻ͜ͷ͜ͱ͔Βɺ
200GeVҎԼͷΤωϧΪʔཅࢠ -ཅࢠিಥʹ͓͚Δલํੜதੑࢠͷඍࢄཚஅ໘ੵΤωϧΪʔ
ʹΑͬͯεέʔϦϯά͍ͯ͠Δ͜ͱ͕Θ͔Δ [15]ɻ

LHCf࣮ݧͰ LHCf
√

s = 7TeVཅࢠ -ཅࢠিಥʹ͓͚Δલํੜதੑࢠσʔλ [16]ʹ͍ͭͯϑΝΠ
ϯϚϯεέʔϦϯάͷߦ͕ূݕΘΕͨ [17]ɻpT < 0.11xF [GeV / c]ͷྖҬͰ LHCfͷଌఆͱ PHENIX
√

s = 200 GeVཅࢠ - ཅࢠিಥ࣮ݧͷ݁Ռͱൺֱͨ͠ͷΛਤ 1.5ʹࣔ͢ɻਤ 1.5 ਤ 1.4ͱಉ༷ʹԣ࣠
ʹ xFɺॎ࣠ʹஅ໘ੵΛࣔ͢ɻਤதͰ LHCf࣮ݧσʔλͷ () PHENIX࣮ݧͷ (࣮ઢ)ͱൺ
ֱͯ͠εϖΫτϧͷϐʔΫ͕ΤωϧΪʔଆʹભҠ͍ͯ͠ΔΑ͏ʹ͑ݟΔ͜ͱ͔ΒɺϑΝΠϯϚϯεέʔ

ϦϯάͷഁΕΛࣔࠦ͢Δɻ͔ࠩ͠͠ޡΛྀ݁ͨ͠ߟՌɺͦͷഁΕ͕༗ҙͰ͋Δͱ໌͞ݴΕ͍ͯͳ͍ɻԾ

ʹ
√

s = 7TeVཅࢠ - ཅࢠিಥͰϑΝΠϯϚϯεέʔϦϯά͕ഁΕ͍ͯΔͱ͢ΔͱɺΑΓ͍ߴΤωϧΪʔ
ͰεέʔϦϯά͕ഁΕ͍ͯΔՄੑ͕͍ߴɻͦ͜ͰɺLHCՃثͰ࣮ݱՄͳ࠷େͷΤωϧΪʔͰ͋
Δ
√

s = 13TeVͰཅࢠ -ཅࢠিಥΛ͍ߦɺલํʹ͓͚Δதੑࢠͷஅ໘ੵΛଌఆ͢Δ͜ͱͰɺϑΝΠϯϚ

Forward neutrons  
@ RHIC, ISR

The peaked spectra  
are explained by  
a one-pion exchange  
model.

pT < 0.11 XF

pT < 0.28 XF 
@ η>10.76, 13TeV

⇔

Detailed comparison  
is needed

PRD 88 032006 (2013)



133rd LHCC Meeting28-Feb.-2018  

Photon, p-Pb √sNN=8TeV

21

Analysis
• Use the well-developed method  

for photon analysis at p-p,13TeV 
• Contribution of UPC collisions 

     20 - 50 % of total photon events 
     Estimated by the STARLIGHT simulator

Motivation
• Measurement of the nuclear effect 

     CR interaction (p-N,O) ≠ p-p 
• Large suppression of forward π0 production 

was measured at p-Pb, √sNN=5TeV

Data

😜

p-Pbp-p

😗
Ideal condition  

 for Cosmic-rays

p-N,O

11

UPC contribution

Photon cross-section  
in QCD, UPC collisions

     1       2      3      4       5      6      7
Photon Energy [TeV]

dσ
n/d

E
 [m

b/
G

eV
]

11

UPC contribution
• 2 hour operation in November 2016 
• Low pile-up, µ~0.01   

UPCs  
(Ultra-Peripheral collisions)

p

Pb

γ
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Proton

Non-diffraction Diffraction

Diffraction & non-diffraction

Proton Proton

Proton

ηη-10 -10 1010

Δη

MultiplicityMultiplicity Energy-flowEnergy-flow

ηη-10 -10 1010

6TeV1.4TeV

Δη

Δη

Non-diffraction event view Diffraction event view

Rapidity gap

What’s next ?
Complete the analysis for inclusive γ,π0,n. 
Additionally,  

Process-based measurement 
For understanding the sources of discrepancy between data and models 
⇒ LHCf+ATLAS joint analysis  

23

Collision-energy dependence (Feynman Scaling)  
For improving the predictive power in > ELHC  

⇒ RHIC forward (RHICf) at pp,√s=0.5TeV
RHIC 

1014eV
LHC 

1017eV
UHECR 
~1020eV

x103 x103

First target:
Measurement of contribution  
of diffractive processes  
to the forward particle production 
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Diffractive processes
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Figure 1: Ntrack distribution in data compared to several MC model predictions for events in which the
LHCf-Arm1 detected a photon (in the region A or B) with E� > 200 GeV. All distributions are normalized
to the total number of events. Black points indicate the measured spectrum and lines represent MC
predictions, folded with the tracking e�ciency of the ATLAS detector. Blue lines indicate the inclusive
distributions, red lines the contribution from the proton di↵ractive dissociation events, and green lines the
contribution from the single-di↵ractive events. The inserts show a zoom of the data and model predictions
at small Ntrack. For these models only events with one particle-level photon (E� > 200 GeV and within
the LHCf-Arm1 acceptance) are used. The LHCf simulation shows that most of the multi-photon events
are rejected by the photon selection criteria and the fraction of multi-photon events remaining as a single-
reconstructed photon relative to the total event yield is less than 2%.

5

ATLAS-CONF-2017-075

• Event selection by Ntracks=0
 Ntracks: the number of tracks detected  
            by ATLAS inner trackers (|η|<2.5, pT > 100 MeV) 

Method

→ Selecting pure samples of proton dissociations. 
→ Sensitive to only low-mass dissociations　 
　 MX ≲ 50 GeV 

⇔ Large rapidity gap
Δη > 5

Non-diffractive 
       (80%)Single diffractive Double diffractive

Inelastic processes
Diffractive (20%)

projectile 

target

Kel=0.55 Kel=0.99 Kel=0.54 Kel=0.45
Kel : Elasticity @ pp,√s=13TeV

Identification of diffractive events by ATLAS
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Measurement of contributions of diffractive processes  
to forward photon spectra in pp collisions at √s = 13 TeV 
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Preliminary result of the measurement for forward photons is published  
in a conference-note; ATLAS-CONF-2017-075

Inclusive photon spectra Photon spectra w/ Nch = 0 selection
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Measurement of contributions of diffractive processes  
to forward photon spectra in pp collisions at √s = 13 TeV 

26

ATLAS-CONF-2017-075Ratio (Nch=0/Inclusive)
η > 10.94 8.81 < η < 8.99

• At η>10.94, the ratio of data increased from 0.15 to 0.4. 
with increasing of the photon energy up to 4TeV.

• PYTHIA8212DL predicts higher fraction at higher energies.
• SIBYLL2.3 show small fraction compare with data at η>10.94.
• At 8.81 < η < 8.99, the ratio of data keep almost constant as 0.17.
• EPOS-LHC and PYTHIA8212DL show good agreement with data at  8.81 < η < 8.99.



Update plan of the joint analysis 
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Diffractive (=Single+Double) How much fraction of single diffractive  
in the selected events ?
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合
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ー
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で
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と
が
わ
か
る
。
こ
の
こ
と
か
ら
、
片
側
回
折
事
象
と
両
側
回
折
事
象
の
割
合
を
変
え
る
パ
ラ
メ
ー
タ
を
１
つ
導
入
し
、
モ
デ
ル
ご
と
に

232

実
験
デ
ー
タ
か
ら
割
合
を
変
更
す
る
パ
ラ
メ
ー
タ
を
求
め
る
こ
と
で
、
片
側
回
折
事
象
の
割
合
を
推
定
す
る
こ
と
が
で
き
る
と
考
え

233

ら
れ
る
。
こ
の
パ
ラ
メ
ー
タ
を
求
め
る
た
め
に
は
、

Innerdetectorで
粒
子
を
検
出
し
な
い
イ
ベ
ン
ト
の
中
か
ら
片
側
回
折
事
象
と

234

両
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回
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事
象
の
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な
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で
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に
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以
後
、
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で
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事
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事
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の
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合
を
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す
る
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4
章
で
は
、
片
側
回
折
事
象
の
割
合
を
推
定
す
る
た
め
に
各
検
出
器
で
の
検
出
数
を
用
い
る
。
し
か
し
、
こ
の
解
析
の
た
め
に
は
複
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器
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を
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め
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に
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数
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M
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は
2.08

≤
|η|≤

3.86
を
カ
バ
ー
す
る
検
出
器
で
あ
り
、

Innerdetectorよ
り
も
散
乱
角
が
小
さ
い
前
方
に
位
置
す
る
。
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て
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は
図

4.4
の
よ
う
に
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1
0
ξ
>

−
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247

に
お
い
て
感
度
を
持
つ
。
log

1
0
ξ
<

−
5
の
回
折
事
象
は

Innerdetectorで
粒
子
が
検
出
さ
れ
る
可
能
性
が
高
い
た
め
、

Inner
248

detectorで
粒
子
を
検
出
し
な
い
場
合
に
は
、

M
BTS

は
log

1
0
ξ
≈

−
6
付
近
に
感
度
を
持
つ
。
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度
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つ
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析
未
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了
）
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Large difference  
among models 
0.4 - 0.9

Going to measure the fraction  
by using ATLAS-MBTS (2.08 < |η| < 3.86) 

LHCf Tracker MBTSMBTS
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RHIC at BNL

Arm1 detector  
in RHIC tunnel

Photo in the operation room 

• p+p √s = 510 GeV  
(polarized beam) 

• Test of energy scaling with the wide pT range.  
(The XF-pT coverage is almost same as LHCf @ p+p √s=7TeV)  

• The operation was successfully completed  
in June 2017  

• Common operation with STAR 



First physics result from RHICf 
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Raw π0 spectrum 

π0 kinematics 
• π0 peak with ∼10 MeV/c2 width 
• 3σ region selected as π0 candidates 

• pT < 1.0 GeV/c
• 0.2 < xF < 1.0 

August 29, 2018 12

Type-I Type-II 
(same as single high-E photon)

p

p

Sp Published preliminary results of  
Spin asymmetry (AN) for π0 

AN =
N" �N#
N" +N#

AN of very forward π0

• Large asymmetry (up to 0.1) even at low pT (pT < 0.6 GeV/c)
• Production mechanism? 

• Becoming larger (more than 0.1) at high pT (0.6 GeV/c < pT)
• Contribution from hard scattering? 

August 29, 2018 13

Background asymmetry (measured, 
zero consistent) subtracted 

Data analysis has been performed 
by Minho Kim (Korea Univ.) who will 
present the results in the Spin 2018 
symposium 2 weeks later 

Bar: statistical error 
Box: systematic uncertainties 
including beam center correction, 
acceptance correction, polarization, 
and background asymmetry 
subtraction 

✓ Large spin asymmetry was found  
in very forward π0 production. 

✓ Detailed analysis is on-going. 

✓ Cross-section measurements for 
forward photons, π0, and 
neutrons are on-going.



Summary
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LHCf measures the energy spectra of neutral particles, γ,π0,n 
in the very forward regions of collisions (η > 8.4), which is 
important for understanding air-shower developments. 
Operations have successfully completed for  
   p-p: √s = 0.9, 2.76, 7, 13 TeV and  
   p-Pb: √sNN = 5, 8 TeV.  
Combine analysis with ATLAS and the measurement at RHIC 
are also proceeded to understand the hadronic interaction 
better.  
Future plan  

Operation with p-O collisions at LHC 

😜

p-Pbp-p

😗 😉

p-O Ideal condition  
 for Cosmic-rays
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Figure 4: Comparison of the photon spectra obtained from the experimental data and MC

predictions. The top panels show the energy spectra, and the bottom panels show the ratio of

MC predictions to the data. The hatched areas indicate the total uncertainties of experimental

data including the statistical and the systematic uncertainties.
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Photon Energy Flow
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Figure 5.10: Measured photon energy flow after the correction for ine�ciency of
the low energy photons and corresponding MC predictions in p–p

p
s=13 TeV. MC

predictions are shown in colored lines, while measured data at each ⌘ region are shown
in black points. Measured energy flows are plotted with the estimated systematic and
statistical errors. In the region of ⌘ >10.94, �⌘ is assumed as �⌘ =13-10.94.

results by 5–8 %. No models are consistent with the measured data at the highest

⌘ bin, 13 > ⌘ > 10.94. The measured data results indicate that the photon energy

flow by QGSJETII-04 is smaller in all measured ⌘ regions. The lack of the photon

energy flow of QGSJETII-04 is a level of 30 %. The corrected results and the model

predictions are summarized in Tab. 5.3.

5.3 Discussion

In this chapter, we summarize the obtained results of the very-forward photon pro-

duction in terms of the energy spectrum and the energy flow measurement and the

corresponding model predictions. Since the agreement of the results obtained with

the Arm1 and the Arm2 detectors has been already confirmed in Sec.4.6.1, the dis-

cussion here is built on the obtained results of the wide ⌘ acceptance calculated with

the Arm1 detector in this chapter. In order to consider the impact of this work

110

dE

d⌘
= Cthr

1

�⌘

X

Ej>200GeV

EjF (Ej)

Energy Flow Calculation:

F(Ej) : Measured differential cross-section 
Δη    : The pseudo-rapidity range 
Cthr    : Correction factor for the threshold  
           200 GeV→ 0 GeV.  

EPOS-LHC, SIBYLL2.3  Good agreement  
QGSJET II-04                  ~ 30% lower than data

Ref: Y. Makino CERN-THESIS-2017-049



UHECR 2018 - Paris 8-12 Oct. 2018  34

Poster by Q.Zhou; CRD131

Monte Carlo study of diffraction in proton-proton collisions
at

p
s = 13 TeV with the very forward detector
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Abstract
Diffractive and non-diffractive collisions are totally different hadronic interaction processes, the diffractive processes are hardly predicted theoretically. This leads to the significant differences in the treatments of diffraction in the hadronic

interaction model. Due to the very forward detector has unique sensitivity to the diffractive processes, it can be a powerful detector for the detection of diffractive dissociation by combining with the central detector. Central detector can give the
information to help the forward detector to identify diffractive and non-diffractive events, especially, for the low mass diffractions which are not measured precisely.

Introduction

The inelastic hadronic collisions are usually classified into soft processes and hard processes, according
to the characteristics of the energy scales of hadron size and the momentum transfer – t. Most parts
of the hard processes can be treated within the theoretical framework, based on the perturbative
quantum chromodynamics (QCD) due to the large – t. However, it is inadequate to describe the soft
processes such as diffractive dissociations. Instead, a phenomenology of soft hadronic processes
was employed to describe these processes at high energies, based on the Regge theory. Therefore,
it is extremely important to constrain the phenomenological parameters based on the measurement
data for correct understanding of various diffractive processes and their accurate contribution to the
total inelastic collisions.

Diffractive dissociation

In high energy proton-proton interactions, the Regge theory describes diffractive processes as the
t-channel reactions, which is dominated by the exchange of an enigmatic object with vacuum quan-
tum numbers so called Pomeron. There is an operational characteristic of diffractive interactions,
which is a large angle separation between the final state systems so called rapidity gap �⌘. The �⌘

size and the location of them in the pseudorapidity phase-space can be used to determine the type
of the diffractions. In the SD case, it has been known that the relationship between the observable
�⌘ size and ⇠

X

is �⌘ ' �ln(⇠
X

). where ⇠

X

= M

2
X

/s. It is known that the �⌘ size and inelasticity
has relationship as K

inel

' exp(��⌘) [1]. The impact of the cross section of SD to the Air shower
average X

max

was studied in [1] as shown in Fig. 1.

Figure 1: The left pad illustrates the single-diffraction with the pomeron exchanged in a proton-proton collision. M
X

is
the invariant masses of the dissociated systems X. The right pad shows the average X

max

for the default QGSJET-II-04
model (solid), option SD+ (dashed), and option SD- (dot-dashed) [1].

Diffractive and non-diffractive contributions to the LHCf photon
spectra

Figure 2: The LHCf detectors and their location.

In this analysis, all the events of each simulation samples are classified to non-diffractive and diffrac-
tive collisions by using MC flags. The simulated LHCf photon spectra are shown in the right pads of
Fig. 3 for fiducial area, |⌘| >10.94. Clearly, the non-diffraction and diffraction implemented in each
model are very different, especially, the diffractive contribution of PYTHIA8212DL has a big excess
at the large energies. This leads to the big discrepancy between PYTHIA8212 and data, which are
shown in the left pad of Fig. 3 .
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Figure 3: The LHCf photon spectra in pp collisions at
p
s = 13 TeV. The photon spectrum at ⌘ > 10.94 are shown by

comparing with hadronic interaction models. The diffractive contribution of EPOS-LHC, QGSJET-II-04, SYBILL 2.3 and
PYTHIA 8212DL are shown.

Identification of diffraction with ATLAS track information

Criteria of diffraction selection

Treatments N

track

=0 N

track

1 N

track

2 N

track

5

Efficiency(✏) 0.493 0.556 0.619 0.691
Purity(p) 0.995 0.991 0.982 0.950

Table 1: The efficiency and purity of diffraction selection
with different ATLAS veto selection conditions.

The identification of diffraction requires
large rapidity gap, consequently small
number of particles is expected in the
central detector, for instance, the ATLAS
detector. Basic idea in this analysis is if
an event has a small N

track

, it is more
likely a diffractive event. In the other

words, existence of charged tracks in the ATLAS rapidity range is used to veto non-diffrative events.
It is assumed that the ATLAS detector can count the number of charged particle tracks, N

track

, with
p

T

>100 MeV at |⌘| < 2.5. Performance of ATLAS-veto event selection were studied for different
criteria as listed in Table 1. According to MC true flags, events can be classified as non-diffraction
(ND), CD, SD and DD. By applying the ATLAS-veto selection to each event, the selection efficiency
(✏) and purity (p) of diffractive event selection are defined as

✏ =
(N

ND

+N

CD

+N

SD

+N

DD

)
ATLAS veto

N

CD

+N

SD

+N

DD

(1)

p =
(N

CD

+N

SD

+N

DD

)
ATLAS veto

(N
ND

+N

CD

+N

SD

+N

DD

)
ATLAS veto

. (2)

where N

ND,CD,SD,DD

means number of event in each event category. The suffix
ATLAS veto

means
number of event after applying the ATLAS-veto event selection. Consequently,
• no charged particle (N

track

=0) in the kinematic range |⌘| <2.5 and p

T

>100 MeV,

is adopted as ATLAS-veto selection condition.

The performance of ATLAS-veto selection

To evaluate the performance of the ATLAS-veto selection based on the LHCf spectra, the LHCf
spectra were classified to non-diffractive-like and diffractive-like according to ATLAS-veto selec-
tion. The accurate performances of the selection were evaluated by adapting the Eq.1 and Eq.2 to
the LHCf photon spectrum.
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Figure 4: The efficiency and purity of diffraction selection by using ATLAS veto technique correspond to up and down
pads on the figure of right side. The efficiency is the ratio of histogram of ATLAS veto to diffraction in the left pads, and
the purity is calculated by dividing the histogram of diffraction@veto to ATLAS veto in the left pads.

Low-mass diffraction

According to QGSJET-II-04 simulation predictions, most of the LHCf detected events survived from
the ATLAS-veto selection are from the low-mass diffraction as shown in Fig. 5. In particular, all
the LHCf detected low-mass diffractive events at log10(⇠x) < -5.5 survived from the ATLAS-veto
selection. Therefore, the forward detector combine with central detector can give a constraint to the
treatment of low-mass diffraction implemented in the MC simulation models.

Figure 5: The SD (pp ! pX ;
blue) cross section as a func-
tion of log10⇠X predicted by us-
ing QGSJET-II-04 MC samples.
Which is compared with the
SD cross section after applying
the ATLAS-veto selection (red).
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Conclusions

• The non-diffraction and diffraction have different contribution in the very forward regions, while
the hadronic interaction models also show big discrepancies with each other.

• The veto selection by using central information is an effective way to identify the diffractive events
and classify the forward productions to non-diffraction and diffraction.

• The very forward detector combined with central information give an unique chance to constrain
the differential cross sections of low-mass diffractions.
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Figure 4: Comparison of the photon spectra obtained from the experimental data and MC

predictions. The top panels show the energy spectra, and the bottom panels show the ratio of

MC predictions to the data. The hatched areas indicate the total uncertainties of experimental

data including the statistical and the systematic uncertainties.
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•No	model	can	reproduce	the	LHCf	data	perfectly.		
•DPMJET	and	PYTHIA	are	in	good	agreement	at	high-η		for	Eγ<1.5TeV,	but	harder	in	E>1.5TeV.	
•QGSJET	and	SIBYLL	shows	reasonable	agreement	of	shapes	in	high-η	but	not	in	low-η	
•EPOS	has	less	η	dependency	against	the	LHCf	data.

Syst.+Stat.

DATA	
DPMJET	3.04		
QGSJET	II-03		
SIBYLL	2.1		
EPOS	1.99		
PYTHIA	8.145

LHCf results: single γ  energy - p+p @ 7 TeV

7 TeV pp  

photon
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π0 pT spectra at p+p,7TeV
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- QGSJETII-04:	best	
agreement	

- EPOS-LHC:	harder	than	
data	for	large	pT	

- SYBILL:	good	agreement	
only	for	small	y
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DPMJET	and	Pythia	overestimate	over	all	E-pT	range	

PRD	94	(2016)	032007

π0 pZ (~E) spectra at p+p,7TeV


