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Outline

• Main aim: discuss key limiting factors to achieving high precision in b→c 
l ν measurements.

• Key Belle II upgrades.
• Tracking at low pT
• Particle ID
• Neutrals & beam background

• Towards a precise and unbiased B→D(*) τ ν 
• Leading uncertainties in B→D(*) τ ν measurements
• Outlook for B → D** l ν.
• B → D(*) l ν, Bfs, FFs and LFUV.

• Tension with B→ X τ ν.
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Statistical power projections
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Track efficiencies

• VXD (Pixel + Strip) & CDC

• VXD-dedicated tracking based 
on cellular automaton model.

• <pπ-slow> ~ 100 MeV
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Figure 9: Tracking efficiency (and ratio of the tracking efficiency) as a function of pion momentum
in data and MC.
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Figure 10: Tracking efficiency (and ratio of the tracking efficiency) as a function of pion transverse
momentum in data and MC.
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Belle II vs BaBar
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Track Impact parameters & Vertex
• Approx. 2x improvement to IP 

resolution.

• Mass resolution on J/ψ→µµ shows a 
27% improvement with respect to Belle. 
Important for reducing fake D decays. 

• ΔM resolution also improves by  30%.
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Some of Our Reference Plots

12

σ(d0) β pt Sin3/2 θ / (13.6MeV/c) vs pt

✦ Impact parameters resolutions are as good as 
expected when the PXD hits are correctly assigned 

✦ Transverse momentum resolution still needs some 
work  on the low momentum range
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Momentum resolution

•reference finder (still with PXD bug )
•MC ideal finder
•realistic finder ( w/o PXD )

1 Physics Analysis Software
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Fig. 5: Mass vertex fit residuals for dimuon resonances in Belle II: J/ (top left),  (2S) (top

right), ⌥ (1S/2S) (bottom left) and Belle: J/ (bottom right). The fit is performed using the

sum of two Gaussian functions.
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MC.

that the fit resolution is significantly improved with this requirement. The achieved mass 146

resolution shows a 27% improvement with respect to Belle. 147

1.3.6. Fit of the Decay Chain. 148

1.4. Continuum Suppression 149

1.4.1. Event topology. 150
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Fig. 7: Mass di↵erence resolution for D⇤+ ! [D0 ! K+⇡�]⇡+ simulated events in Belle II

(left) and Belle (right). The distribution for unconstrained vertices is fit in blue while the

beamspot-constrained ones are in green.

1.4.2. Performance.151

1.5. Flavor Tagger152

The task of the flavor tagger is to determine the flavor of the accompanying B0 meson at the153

time of its decay. Flavor tagging is required for measurements of B meson mixing and time-154

dependent CP-violation, where usually one of the neutral B mesons is fully reconstructed.155

Disregarding initial state radiation, B mesons pairs are produced in isolation at the ⌥ (4S)156

resonance. Therefore, the tracks together with the neutral ECL and KLM clusters which157

remain from the fully reconstructed side can be assumed to a good approximation to belong158

to the decay of B
tag

.159

The B mesons exhibit a large number of possible decay channels. Many of these of decay160

channels provide unambiguous flavor signatures through a flavor-specific final state. Never-161

theless, the wide range of possible decay channels makes it unfeasible to fully reconstruct a162

su�ciently large number of flavor-specific B
tag

decays. Instead of a full reconstruction, the163

flavor tagger applies inclusive techniques to maximally exploit the information provided by164

di↵erent flavor-specific signatures inherent to flavor-specific decays.165

The Belle II flavor tagger has been developed by adopting several useful concepts of166

previous algorithms used by the Belle and the BaBar collaborations [7].167

1.5.1. Definitions. The e�ciency " of a flavor tagging algorithm is defined as the fraction168

of tagged events over the total number of events, i.e. the fraction of events to which a flavor169

tag can be assigned. The fraction of wrong identifications over the number of tagged events170

is denoted by w. Thus, the number of tagged B and B events is given by171

N tag

B = "(1� w)NB0 + "wNB0

N tag

B
= "(1� w)NB0 + "wNB0 ,

(7)

8/25



• e and µ ID.
• c.f. Belle: track + ECL + ACC + 

TOF used for e, KLM only for µ.
• Belle II: TOP, ARICH, dE/dx, 

ECL-shower depth&Zernike 
moments → optimisation for 
low momentum in progress.
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Lepton identification
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154 APPENDIX D. MOMENTA OF LEPTON AND D∗ IN NEW PHYSICS MODELS
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Figure D.1: Momenta of lepton (left) and D∗ (right) in Type-II 2HDM (top), R2-LQ
(middle), and S1-LQ (bottom).
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Figure D.1: Momenta of lepton (left) and D∗ (right) in Type-II 2HDM (top), R2-LQ
(middle), and S1-LQ (bottom).

PTEP 2012, 04D001 J. Brodzicka et al.
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Fig. 3. Muon identification efficiency and fake rate as a function of momentum.

Fig. 4. Integrated luminosity taken by Belle.

Table 1. Summary of the luminosity integrated by Belle, broken down by
CM energy.

On-peak Off-peak Number of
Resonance luminosity (fb−1) luminosity (fb−1) resonances

ϒ(1S) 5.7 1.8 102 × 106

ϒ(2S) 24.9 1.7 158 × 106

ϒ(3S) 2.9 0.25 11 × 106

ϒ(4S) SVD1 140.0 15.6 152 × 106 B B̄
ϒ(4S) SVD2 571.0 73.8 620 × 106 B B̄
ϒ(5S) 121.4 1.7 7.1 × 106 Bs B̄s
Scan 27.6
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Beam background

• Increases occupancy in inner Si layers - can degrade tracking.

• Increases off-time energy deposition in the calorimeter.

7

Table 3: Beam background types (12th background campaign).

type source rate [MHz]

radiative Bhabha HER 1320

radiative Bhabha LER 1294

radiative Bhabha (wide angle) HER 40

radiative Bhabha (wide angle) LER 85

Touschek scattering HER 31

Touschek scattering LER 83

beam-gas interactions HER 1

beam-gas interactions LER 156

two-photon QED - 206

where s is an optional scaling factor. The number of background events added to a particular143

simulated event is then generated according to Poisson distribution with the mean N̄ . To144

simulate contributions from di↵erent bunches, the background events are shifted in time145

randomly within the time window. This means that all SimHits of a given background event146

are shifted by the same time and therefore the correlations between detector components147

are preserved. The discrete bunch nature is however neglected because of su�ciently small148

bunch spacing.149

The size of the time window depends on the detector component. It ranges from 100 ns150

(TOP) to 26 µs (ECL). To reduce CPU time we chose the time window of [�1.0, 0.8] µs,151

which fits the most detector components, except PXD and ECL; these two have time windows152

of [�17.6, 8.5] µs and [�10.0, 10.0] µs, respectively. Additional background samples are used153

for mixing the background outside the default time window in these two cases.154

Table 4 shows a comparison of the number of digitized hits (clusters for PXD and SVD)155

per event from beam–induced background with those from generic BB events.156

Table 4: Number of digitized hits per event for beam-induced background (12th background

campaign) and for generic BB events withount background. For PXD and SVD the clus-

ters are counted instead of digits. Numbers in parenthesis are without two–photon QED

background.

component background generic BB

PXD 10000 (580) 23

SVD 284 (134) 108

CDC 654 810

TOP 150 205

ARICH 191 188

ECL 3470 510

BKLM 484 33

EKLM 142 34
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KL ID & ECL

• ECL highly sensitive to beam background - tackled with 
use of wave form sampling.

• KL will be ID’d with KLM and ECL (use of timing in KLM 
not done at Belle)

8
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1.5 Charged particle identifica-549

tion550

E↵ective and e�cient charged particle identifica-551

tion (PID) is vital to the physics goals of the552

Belle II experiment. Good PID information is553

necessary to isolate hadronic final states, reduce554

backgrounds and enable flavor-tagging techniques.555

The Belle II detector ?? contains an upgraded556

PID system, including a Time-Of-Propagation557

(TOP) counter in the barrel region of the detector558

and a proximity-focusing Aerogel Ring-Imaging559

Cherenkov (ARICH) detector in the forward end-560

cap region, to provide information on charged par-561

ticles over the full kinematic range. The infor-562

mation from these detector systems is combined563

with that from specific ionization (dE/dx) mea-564

surements from the SVD and CDC to act as the565

primary sources of information for charged hadron566

PID. In a similar way, the ECL provides the pri-567

mary information for use in electron identification568

and the KLM provides that for muon identification.569

Charged hadron and lepton PID is described in 570

more detail in the following sections. 571

Charged particle identification at Belle II relies 572

on likelihood based selectors. Information from 573

each PID system is analyzed independently to de- 574

termine a likelihood for each charged particle hy- 575

pothesis. These likelihoods may then be used to 576

construct a combined likelihood ratio. Analysis 577

specific criteria may be used to construct prior 578

probabilities. When combined with the likelihoods, 579

the priors allow for the construction of the prob- 580

ability for a charged track to have a particular 581

identity. This provides the optimal PID perfor- 582

mance, but comes at the cost of requiring analysis 583

specific optimization. The uncertainty on the se- 584

lection e�ciency cannot be pre-determined using 585

this method. 586

The likelihood selectors rely on likelihood ratios 587

constructed in the following way. First, the PID 588

log likelihoods from each detector are summed to 589

create a combined PID likelihood for each of six 590

long-lived charged particle hypotheses: electron, 591

9
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B→ D(*) τ ν 

• q2, pl and, pD* are not unfolded
9

Experiment NBB 
[106] Tag method τ mode Observables Fit variables

Belle 07 535 Inclusive e ν ν, π ν B(B0→D*+ l ν) Mbctag

Belle 10 657 Inclusive l ν ν, π ν B(B-→D(*)0 l ν) Mbctag & pD0

Babar 12 471 Hadronic l ν ν RD, RD*, q2 Mmiss2 & pl

Belle 15 772 Hadronic l ν ν RD, RD*, q2, |pl*| Mmiss2 & ONB(EECL)

Belle 16 772 Semileptonic l ν ν RD*, |pl*|, |pD*| EECL & 
ONB(cosθBD*l)

Belle 17 772 Hadronic π ν, ρ ν RD*, Pτ EECL & cosθhel

• Aims
• RD*, RD, P(τ), P(D*), dΓ/dq2, dΓ/dpD, dΓ/dpl

• Challenges
• Mmiss2 typically exhibits flat background and flat signal.
• Beam induced background, scaling with luminosity.
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Experiment Tag method τ mode RD RD* ρ

Belle 07* Inclusive e ν ν, π ν 
0.38±0.11 0.34±0.08 -

Belle 10* Inclusive l ν ν, π ν

Babar 12 Hadronic l ν ν 0.440±0.058±0.042 0.332±0.024±0.018 -0.27

Belle 15 Hadronic l ν ν 0.375±0.064±0.026 0.293±0.038±0.015 -0.32

Belle 16 Semileptonic l ν ν - 0.302±0.030±0.011 -

Belle 17 Hadronic π ν, ρ ν - 0.270±0.035±0.027 -

LHCb 16 - l ν ν - 0.336±0.027±0.030 -

Belle ave. SL+Had - 0.374±0.061 0.296±0.022 -0.29

HFAG ave. - - 0.403±0.040±0.024 0.310±0.015±0.008 -0.23
Belle (private) and HFAG averages take into account correlations.
Belle inclusive not in average (cannot accurately account for correlations).
I symmetrised some errors for this table.
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R(D)
0.2 0.25 0.3 0.35 0.4 0.45 0.5 0.55 0.6

R
(D
*)

0.2

0.25

0.3

0.35

0.4

0.45

0.5
ν ν l → τBelle Had Tag, 

ν h → τBelle Had Tag, 
ν ν l → τBelle SL Tag, 

Belle Combination
World Combination
SM expectation: PRD92 054410 (2015), PRD85 094025 (2012)

=12χ∆

• Is there a consistent bias in our measurements? How?

• Is it NP? Can we accurately test models?
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• 2017, Hadron tag, τ → h ν
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Chapter 6

Systematic uncertainty

In this section, we discuss estimation of systematic uncertainties on R(D⇤) and P⌧ with
the stream #0 MC set as a pseudo data set. The basic method to estimate systematic
uncertainties is to perform 1000 repetitive fits with changing one uncertainty source within
its error and extract mean shifts of R(D⇤) and P⌧ . We regard a standard deviation of an
obtained R(D⇤) or P⌧ distribution as a systematic error, otherwise specified. Table 6.1 is
the summary of the expected systematic uncertainties.

6.1 ¯B ! D⇤⇤l�⌫̄l + hadronic B composition

We assign systematic errors from uncertainty of composition of the B̄ ! D⇤⇤l�⌫̄l and
the hadronic B decay backgrounds based on branching rations in Ref. [28], calibration
constants in Table 4.15. By changing the relative composition, the PDF shapes vary.

Table 6.1: Systematic uncertainty sources. The column “Combined” means the system-
atic uncertainties with combining the charged and the neutral B samples. Systematic
uncertainties for charged B and neutral B will be also estimated separately as a cross-
check. The total systematic error is calculated by taking quadratic sum naively, and no
correlation between each uncertainty source is considered.

Combined charged B neutral B
Source R(D⇤) P⌧ R(D⇤) P⌧ R(D⇤) P⌧

D⇤⇤l�⌫̄l + had. B composition 5.2% 0.17 0.0% 0.000 0.0% 0.000
MC stat. for PDF construction 3.5% 0.16 0.0% 0.000 0.0% 0.000
Fake D⇤ yield 2.0% 0.048 0.0% 0.000 0.0% 0.000
Semileptonic decay model 1.9% 0.015 0.0% 0.000 0.0% 0.000
E�ciency corr. for l�/⇡�/⇢� 1.8% 0.013 0.0% 0.000 0.0% 0.000
P⌧ correction function 0.33% 0.012 0.0% 0.000 0.0% 0.000
E�ciency uncertainty (MC stat.) 0.78% 0.008 0.0% 0.000 0.0% 0.000
B̄ ! D⇤l�⌫̄l yield 0.65% 0.027 0.0% 0.000 0.0% 0.000
M2

miss shape for B̄ ! D⇤l�⌫̄l 0.41% 0.001 0.0% 0.000 0.0% 0.000
Fake D⇤ PDF shape 0.22% 0.001 0.0% 0.000 0.0% 0.000
Total 7.1% 0.24 0.0% 0.000 0.0% 0.000

Expected stat. error ⇠ 14% ⇠ 0.56 19% 0.82 23% 1.0
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Figure 6.1: R(D⇤) and P⌧ distributions by fluctuating composition of B̄ ! D⇤⇤l�⌫̄l +
hadronic B decays. From top-left to bottom-right, B̄ ! D⇤⇤l�⌫̄l (measured), B̄ !
D⇤⇤l�⌫̄l (unmeasured), B̄ ! D⇤⇤⌧�⌫̄⌧ , two D, B̄ ! D⇤K�/⇡�K0

L, other K0
L mode,

other hadronic B decays (calibrated by control samples) and other hadronic B decays
(uncalibrated) are shown.

Table 6.2: Summary of systematic errors on the composition of the B̄ ! D⇤⇤l�⌫̄l and
hadronic B decays. The column “Combined” means the systematic uncertainties with
combining the charged and the neutral B samples. Systematic uncertainties for charged
B and neutral B will be also estimated separately as a cross-check.

Combined charged B neutral B
Source R(D⇤) P⌧ R(D⇤) P⌧ R(D⇤) P⌧

B̄ ! D⇤⇤l�⌫̄l 0.17% 0.011 0.00% 0.0000 0.00% 0.0000
B̄ ! D⇤⇤l�⌫̄l (100% error) 0.84% 0.054 0.00% 0.0000 0.00% 0.0000
B̄ ! D⇤⇤⌧�⌫̄l (100% error) 2.7% 0.016 0.00% 0.0000 0.00% 0.0000
Two D 0.77% 0.020 0.00% 0.0000 0.00% 0.0000
B̄ ! D⇤K�/⇡�K0

L 0.25% 0.014 0.00% 0.0000 0.00% 0.0000
Other K0

L mode (100% error) 0.28% 0.021 0.00% 0.0000 0.00% 0.0000
Other B decays 1.4% 0.058 0.00% 0.0000 0.00% 0.0000
Other B decays (100% error) 4.1% 0.14 0.00% 0.0000 0.00% 0.0000
Total 5.2% 0.17 0.00% 0.0000 0.00% 0.0000

For the B decays which are not covered by the branching rations and the calibration
constants, we assign 100% errors on the uncertainty of the composition and take maximum
di↵erences from the original R(D⇤) and P⌧ values. Figure 6.1 shows the obtained R(D⇤)
and P⌧ distributions. The estimated systematic errors are summarized in Table 6.2.

B → D(*) τ ν systematics @ Belle Belle PRD 92, 072014 (2015)
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• 2015, Hadron tag, τ → l ν ν 
• Combining over systematics we get: 

ρ=–0.40 B→SL, ρ=–0.22 other
• The sign on the correlation between RD 

and RD* is opposite to Babar!

8

CROSS-CHECKS

The implementation of the fit procedure is tested by
applying the same procedure to multiple subsets of the
available simulated data. The fit accuracies are evalu-
ated using sets of 500 pseudoexperiments and show no
significant bias in any measured quantity. These are used
also to test the influence on the fit result of the value of
M

2
miss = 0.85GeV2/c4 that is used to partition the sam-

ples: variation of this value reduces the precision of the
fit result but does not introduce any bias.

Further tests address the compatibility of the simu-
lated and recorded data. To test resolution modelling,
we use a sample of events with q

2
< 3.5 GeV2

/c

2, dom-
inated by B̄ ! D

(⇤)
`

�
⌫̄` decays. As the D

⇤⇤ back-
ground is one of the most important components—with
a large potential for flaws in its modeling—we evaluate
its distributions in more depth by reconstructing a data
sample with enriched B̄ ! D

⇤⇤
`

�
⌫̄` content by requir-

ing a signal-like event but with an additional ⇡0. The
background-enriched data samples are fit individually in
four dimensions separately: M

2
miss, M

2
miss,no ⇡0 , EECL,

and p

⇤
` , where M

2
miss,no ⇡0 is the missing mass of the can-

didate, calculated without the additional ⇡0. The shapes
of the components are extracted from simulated data.
In each of the four D

(⇤)
`

�
⇡

0 samples, consistent yields
are obtained from the fits to all four variables, indicating
that the simulation describes faithfully the distribution
in all tested dimensions.

RESULTS

The fit to the entire data sample gives

R(D) = 0.375± 0.064 (10)

R(D⇤) = 0.293± 0.038 , (11)

corresponding to a yield of 320 B̄ ! D⌧

�
⌫̄⌧ and 503

B̄ ! D

⇤
⌧

�
⌫̄⌧ events; the errors are statistical. Projec-

tions of the fit are shown in Figs. 1 and 2. The high-
M

2
miss distributions and the fit projections are shown

in Fig. 3. Figures 4 and 5 show the signal-enhanced
(M2

miss > 2.0GeV2/c4) fit projections in EECL (the most
powerful classifier in the neural network) and p

⇤
` , respec-

tively. In these figures, all background components ex-
cept D

⇤⇤ background are combined into the other-BG
component for clarity. The best-fit yields are given in
Table III.

From the fit, the correlation between R and R

⇤ is
�0.56; each, in turn, is most strongly correlated with
the D

⇤⇤ background yields, with 0.1 to 0.2 for R and
⇡ 0.3 for R⇤.

TABLE III. Fit results and expected yields as derived from
simulated data.

Sample Component Yield Expected yield

D

+
`

�
` normalization 844± 34 870

D

+
`

�
` CF 924± 47 970

D

+
`

�
D

⇤⇤ BG 108± 38 133
D

0
`

�
` normalization 2303± 64 2290

D

0
`

�
` CF 7324± 122 7440

D

0
`

�
D

⇤⇤ BG 131± 81 210
D

⇤+
`

�
` normalization 1609± 43 1680

D

⇤+
`

�
D

⇤⇤ BG 36± 18 76
D

⇤0
`

�
` normalization 2188± 60 2280

D

⇤0
`

�
D

⇤⇤ BG 117± 39 40

SYSTEMATIC UNCERTAINTIES

The dominant systematic uncertainties arise from our
limited understanding of the D

⇤⇤ background and from
uncertainties in the fixed factors used in the fit. They
are summarized in Table IV and itemized below.

TABLE IV. Overview of relative systematic uncertainties in
percent. The last column gives the correlation between R(D)
and R(D⇤).

R(D) [%] R(D⇤) [%] Correlation

D

(⇤(⇤))
`⌫ shapes 4.2 1.5 0.04

D

⇤⇤ composition 1.3 3.0 -0.63
Fake D yield 0.5 0.3 0.13
Fake ` yield 0.5 0.6 -0.66

Ds yield 0.1 0.1 -0.85
Rest yield 0.1 0.0 -0.70

E�ciency ratio f

D+
2.5 0.7 -0.98

E�ciency ratio f

D0
1.8 0.4 0.86

E�ciency ratio f

D⇤+
e↵ 1.3 2.5 -0.99

E�ciency ratio f

D⇤0
e↵ 0.7 1.1 0.94

CF double ratio g

+ 2.2 2.0 -1.00
CF double ratio g

0 1.7 1.0 -1.00
E�ciency ratio fwc 0.0 0.0 0.84

M

2
miss shape 0.6 1.0 0.00
o

0
NB shape 3.2 0.8 0.00

Lepton PID e�ciency 0.5 0.5 1.00

Total 7.1 5.2 �0.32

In the table, “D(⇤(⇤))
`⌫ shapes” refers to uncertainties

in the parameters that are used for the shape reweight-
ing of semileptonic decays. The e↵ect on the result is
extracted by creating di↵erent sets of weights according
to shape hypotheses from varying individual production
parameters within their 1� limits.
The D

⇤⇤ background has a strong influence on the
extracted yield of the tau signal because the two com-
ponents overlap in the M

2
miss spectrum. In addition to

the shape uncertainties, there are uncertainties related

8

TABLE I. List of relative systematic uncertainties in percent.

R(D∗) [%]
Sources ℓsig = e, µ ℓsig = e ℓsig = µ

MC statistics for each PDF shape 2.2% 2.5% 3.9%
PDF shape of the normalization in cos θB-D∗ℓ

+1.1
−0.0%

+2.1
−0.0%

+2.8
−0.0%

PDF shape of B → D∗∗ℓνℓ
+1.0
−1.7%

+0.7
−1.3%

+2.2
−3.3%

PDF shape and yields of fake D(∗) 1.4% 1.6% 1.6%
PDF shape and yields of B → XcD

∗ 1.1% 1.2% 1.1%
Reconstruction efficiency ratio εnorm/εsig 1.2% 1.5% 1.9%

Modeling of semileptonic decay 0.2% 0.2% 0.3%
B(τ−

→ ℓ−ν̄ℓντ ) 0.2% 0.2% 0.2%
Total systematic uncertainties +3.4

−3.5%
+4.1
−3.7%

+5.9
−5.8%
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FIG. 1. Projections of the fit results with data points overlaid. The background categories are described in detail in the text,
where “others” refers to predominantly B → XcD

∗ decays.

X. NEW PHYSICS COMPATIBILITY TESTS

We investigated the compatibility of the data samples
with type II two-Higgs-doublet model (2HDM) and lep-

toquark models. Assuming all neutrinos are left-handed,
the effective Hamiltonian that contains all possible four-
fermion operators for the b → cτντ decay can be de-

• 2016, Semileptonic tag, 
τ → l ν ν 

Belle arXiv:1612.00529
Belle PRD 94, 072007 (2016)
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RESULTS AND DISCUSSION

The best-fit results, including systematic uncertainties,
are

R(D) = 0.375± 0.064± 0.026 (12)

R(D⇤) = 0.293± 0.038± 0.015 . (13)

Figure 6 shows the exclusion level in the R(D)–R(D⇤)
plane, based on the likelihood distribution that is con-
voluted with a correlated two-dimensional normal distri-
bution according to the systematic uncertainties. The
exclusions of the central values of the BaBar mea-

surement [11] and the SM prediction as determined in
Ref. [11] are comparably low at 1.4� and 1.8�, respec-
tively. While our measurement does not favor one over
the other, both measurements deviate in the same direc-
tion from the SM expectation.

We also use our fit procedure to test the compatibility
of the data samples with the two-Higgs-doublet model of
type II. For this purpose, we perform the analysis with
the 2HDM MC sample with tan�/mH+ = 0.5 c2/GeV
to extract probability density distributions. The best-fit
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values in this alternate model are

R(D) = 0.329± 0.060(stat.)± 0.022(syst.) (14)

R(D⇤) = 0.301± 0.039(stat.)± 0.015(syst.) . (15)

The e↵ect on the measured R(D⇤) value is very small
but the measured value for R(D) is significantly lower.
For the prediction in the 2HDM of type II, we use for-
mula (20) in Ref. [11]; the expected values are

R(D)2HDM = 0.590± 0.125 (16)

R(D⇤)2HDM = 0.241± 0.007 . (17)

Figure 7 shows the predictions of R(D) and R(D⇤) as a

function of tan�/mH+ for the type II 2HDM, together
with our results for the two studied values of 0 (SM)
and 0.5 c2/GeV. In contrast to BaBar’s measurements,
our results are compatible with the type II 2DHM in the
tan�/mH+ regions around 0.45 c2/GeV and zero.

The observable most sensitive to NP extensions of the
SM with a scalar charged Higgs is q

2. We estimate the
signal q2 distributions by subtracting the background, us-
ing the distributions from simulated data and the yields
from the fit procedure, and correcting the distributions
using e�ciency estimations from simulated data. The
D

+
`

� and D

0
`

� samples and the D

⇤+
`

� and D

⇤0
`

�

M2miss> 2 GeVM2miss> 0.85 GeV
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values in this alternate model are

R(D) = 0.329± 0.060(stat.)± 0.022(syst.) (14)

R(D⇤) = 0.301± 0.039(stat.)± 0.015(syst.) . (15)

The e↵ect on the measured R(D⇤) value is very small
but the measured value for R(D) is significantly lower.
For the prediction in the 2HDM of type II, we use for-
mula (20) in Ref. [11]; the expected values are

R(D)2HDM = 0.590± 0.125 (16)

R(D⇤)2HDM = 0.241± 0.007 . (17)

Figure 7 shows the predictions of R(D) and R(D⇤) as a

function of tan�/mH+ for the type II 2HDM, together
with our results for the two studied values of 0 (SM)
and 0.5 c2/GeV. In contrast to BaBar’s measurements,
our results are compatible with the type II 2DHM in the
tan�/mH+ regions around 0.45 c2/GeV and zero.

The observable most sensitive to NP extensions of the
SM with a scalar charged Higgs is q

2. We estimate the
signal q2 distributions by subtracting the background, us-
ing the distributions from simulated data and the yields
from the fit procedure, and correcting the distributions
using e�ciency estimations from simulated data. The
D

+
`

� and D

0
`

� samples and the D

⇤+
`

� and D

⇤0
`

�

11
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RESULTS AND DISCUSSION

The best-fit results, including systematic uncertainties,
are

R(D) = 0.375± 0.064± 0.026 (12)

R(D⇤) = 0.293± 0.038± 0.015 . (13)

Figure 6 shows the exclusion level in the R(D)–R(D⇤)
plane, based on the likelihood distribution that is con-
voluted with a correlated two-dimensional normal distri-
bution according to the systematic uncertainties. The
exclusions of the central values of the BaBar mea-

surement [11] and the SM prediction as determined in
Ref. [11] are comparably low at 1.4� and 1.8�, respec-
tively. While our measurement does not favor one over
the other, both measurements deviate in the same direc-
tion from the SM expectation.

We also use our fit procedure to test the compatibility
of the data samples with the two-Higgs-doublet model of
type II. For this purpose, we perform the analysis with
the 2HDM MC sample with tan�/mH+ = 0.5 c2/GeV
to extract probability density distributions. The best-fit

9
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miss distribution for M2
miss < 0.85GeV2/c4; right: o0NB distribution for M2

miss > 0.85GeV2/c4.

to the poorly determined branching fractions to the dif-
ferent D

⇤⇤ states. The fit is therefore repeated several
times: twice for each D

⇤⇤ state, with its branching frac-
tions varied within its uncertainties. We use the follow-
ing uncertainties: 42.3% for D

⇤
2 , 34.6% for D

⇤
0 , 14.9%

for D1, 36.2% for D

0
1, and 100.0% for the radially ex-

cited D(2S) and D

⇤(2S). The best-fit variations in R

are used as systematic uncertainties. They are combined
quadratically and quoted in Table IV as “D⇤⇤ composi-
tion.”

All fixed factors used in the fit are varied by their un-
certainty (arising from the MC sample size). The influ-

ence of the uncertainty of these factors is shown indi-
vidually in Table IV. Most factors—especially the fixed
yields—have little influence on the overall uncertainty;
the e�ciency ratios f

D+,0

and f

D⇤+,0

e↵ and the cross-
feed probability ratios g+,0 give the largest contributions,
comparable to the D

⇤⇤ composition and D

(⇤(⇤))
`⌫ shape

uncertainties.

To evaluate the e↵ect of PDF uncertainties, the shapes
of all components are modified and the fit is repeated.
The nominal fit uses smoothed-histogram PDFs inM

2
miss;

here, these are replaced by unsmoothed-histogram PDFs.
The variation of the best-fit R is taken as the symmetric

10
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systematic uncertainty for “M2
miss shape” in Table IV.

For the o

0
NB alternate model, we replace the bifurcated

Gaussians by kernel-estimator functions with adaptive
bandwidth. Again, the deviation from the nominal fit
value is taken as the symmetric systematic uncertainty
for “o0NB shape” in Table IV. It is among the dominant
systematic uncertainties.

The identification e�ciencies for primary and sec-
ondary leptons are slightly di↵erent between simulated
and real data. This di↵erence a↵ects the measurement
by modifying the e�ciency ratios. It has been calibrated
for di↵erent lepton kinematics and run conditions using

J/ ! `

+
`

� decays, leading to a 0.5% relative uncer-
tainty in R(D) and R(D⇤).

The correlations of R(D) and R(D⇤) for each item-
ized systematic-uncertainty contribution are given in the
last column of Table IV. These are calculated using 500
pseudoexperiments, with two exceptions: the shape un-
certainties are assumed to be uncorrelated while the lep-
ton ID e�ciencies are assumed to be 100% correlated
between R(D) and R(D⇤). The total correlation of the
systematic uncertainties is �0.32.

B→D+ l ν 

B→D*+ l ν 
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Leading systematic uncertainties (Belle)

15

Experiment Error 
profile* SL tag RD*

Had tag 
RD*, 

 τ→h ν 

Had tag 
RD*, 

 τ→l ν ν 

Had tag 
RD, 

 τ→l ν ν
1 MC statistics Gauss 2.2 3.5
2 B → D** l ν modelling Uniform +1, -1.7 0.7 1.5 4.2
3 B → D* l ν Gauss +1.3, -0.2 0.8
4 D** decay modes Uniform (in 2) (in 2) 1.3 3.0
5 Hadronic B decays Uniform 1.1 4.4
6 B → D** τ ν Uniform (in 2) 2.7
7 Fake D(*) Gauss 1.4 0.2 0.3 0.5
8 Fake lepton Gauss - 0.6 0.5
9 Lepton ID Gauss 1.2 1.8 0.5 0.5

10 τ Br Gauss 0.2
Total 3.5 7.1 5.2 7.1

* Gauss = data driven, Uniform = nominal central value is arbitrary
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Belle II Projections
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R(D)
0.25 0.3 0.35 0.4 0.45 0.5 0.55 0.6

R
(D

*)

0.2

0.25

0.3

0.35

0.4

0.45

0.5
Belle II Projection
Belle Combination
Babar
LHCb
World Combination
SM prediction: PRD92 054410 (2015), PRD85 094025 (2012)

 contoursσ1 

ICHEP 2016 Preliminary

ΔR(D) [%] ΔR(D*) [%]
Stat Sys Total Stat Sys Total

Belle 0.7 ab-1 14 6 16 6 3 7
Belle II 5 ab-1 5 3 6 2 2 3

Belle II 50 ab-1 2 3 3 1 2 2

• SL & Had tag full 
sim sensitivity 
studies in 
progress.

• SL background 
modelling will 
dominate error @ 
50 ab-1.
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Limits on Type II 2HDM From Belle
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(a)SM. (b)Type-II 2HDM with tan β/mH+ = 0.7
GeV−1.

(c)SM with adding contribution from OV2

(CV2
= +1.88).

(d)SM with adding contribution from OT

(CT = +0.36).

(e)R2-type leptoquark model with CT = +0.36. (f)S1-type leptoquark model with CT = +0.26.

FIG. 11. Background-subtracted D∗ momentum distributions in the region of ONB > 0.8 and EECL < 0.5 GeV. The points
and the shaded histograms correspond to the measured and expected distributions, respectively. The expected distributions
are normalized to the number of detected events.
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2 distributions of the ⌧ signal in the region of M2
miss > 0.85GeV2/c4. The distributions are

e�ciency corrected and normalized to the fitted yield. The error bars show the statistical uncertainties. The histogram is the
respective expected distribution from signal MC. Left: Standard Model result, right: Type-II 2HDM result with tan�/mH+ =
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B. Control Plots
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Figure B.13: Fit projections for q2 in all four reconstruction samples. The region above
M2

miss

= 0.85 GeV2 c�4 is used.
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Figure B.14: Fit projections for E
ECL

in all four reconstruction samples. The region above
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miss

= 2.0 GeV2 c�4 is used.
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ground subtraction.

Figure 9.16: Background-subtracted momenta distributions at SM parameter point using
samples with NB > 0.8 and EECL < 0.5 GeV. Left : D∗ momentum, Right : lepton
momentum, Top : before background subtraction, Bottom : after background subtraction.

• Systematic errors will be large. Belle II must work to 
improve purity & measure B → D(*,**) l ν background

Belle SL tag

5.2. PROBABILITY DENSITY FUNCTION (PDF) 47

NB

10− 5− 0 5 10
0

50

100

150

signal

normalization

B→D**lν
B→D(*)(s)D*

FakeD(*)

other

(a) NBmin = −0.60, NBmax = 0.9446

NB

10− 5− 0 5 10
0

200

400

600

signal

normalization

B→D**lν
B→D(*)(s)D*

FakeD(*)

other

(b) NBmin = −0.9320, NBmax = 0.60

NB

10− 5− 0 5 10
0

200

400

600
signal

normalization

B→D**lν
B→D(*)(s)D*

FakeD(*)

other

(c) (NBmin = −0.9320, NBmax = 0.9446

Figure 5.4: NB ′ distributions for different values of NBmin,max. Values of NBmin,max are
selected for (a) signal-enhanced NB region, (b) normalization-enhanced NB region, and
(c) entire NB region
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Polarisation (see S.Hirose’s talk)

• P(τ) measured.
• Strongly stat. 

limited. & only 
done in hadronic 
tag.

• P(D*) possible 
too.
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� Extrapolation to Belle II (𝑃𝜏 𝐷∗ )

• Extrapolated precision at Belle II (x50 stat. + improved tag eff.)
– 𝛿𝑃𝜏 𝐷∗ : 0.55 (Belle) Æ 0.11 (Belle II)
Æ There is parameter space accessible by 𝑃𝜏 𝐷∗

– High multiplicity hadronic B background will cause main systematics

• More Belle II prospects including 𝑅 𝐷(∗) in Phill’s talk

Private estimation

Belle II
(50 ab-1) Tensor

SMScalar Vector

Belle

Theoretical calculation based on M. Tanaka and 
R. Watanabe, Phys. Rev. D 87, 034028 (2013)

Mini-workshop on D(*) Tau Nu and Related Topics

Belle Collaboration, arXiv:1612.00529 (submitted to Phys. Rev. Lett.) 14/23

� Fit to Signal Mode

• Signal significance of about 7σ
– First observation of the  𝐵 → 𝐷∗𝜏−  𝜈𝜏 signal using only hadronic 𝜏 decays

■  𝐵 → 𝐷∗𝜏−  𝜈𝜏
■  𝐵 → 𝐷∗𝑙−  𝜈𝑙
■  𝐵 → 𝐷∗∗𝑙−  𝜈𝑙

+ had. 𝐵
■ Fake 𝐷∗ etc.
● Data

Sum of all samples

𝑅 𝐷∗ = 0.270 ± 0.035 stat. −0.025
+0.028(syst. )

𝑃𝜏 𝐷∗ = −0.38 ± 0.51 stat. −0.16
+0.21(syst. )

Compatibility with the SM within 0.4σ

Signal events

Belle Collaboration, arXiv:1612.00529 (submitted to Phys. Rev. Lett.)

Mini-workshop on D(*) Tau Nu and Related Topics

12/23
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B → D** l ν
• 3 problems to cover in Belle II

• Modelling of B →D** l ν kinematics
• Normalisation

• Unmeasured D** → modes, for saturation of B → X l ν
• B → D(*)nπ l ν + B → D(*)η l ν etc. 

20

6

D⇡+⇡�`�⌫, B ! D⇤⇡+⇡�`�⌫, other BB events,
and continuum events. Contributions to the B !
D(⇤)⇡+⇡�`�⌫ channels from B ! D(⇤)⇡±⇡0`�⌫
and B ! D(⇤)⇡0⇡0`�⌫ decays (cross-feed) are
treated as signal.

A fraction of signal decays are reconstructed with
a B meson charge di↵ering by ±1 from the true B
meson charge and contribute to the wrong signal
channel. We determine this fraction for each sig-
nal channel in simulation and fix the correspond-
ing yield ratio in the fit. Hadronic B meson decays
in which a hadron is misidentified as a lepton can
peak near U = 0. We estimate these small con-
tributions using simulation and hold them fixed in
the fit to the D(⇤)`�⌫ channels. Simulation indi-
cates that these peaking backgrounds are negligible
for the D(⇤)⇡+⇡�`�⌫ channels.

Fits to ensembles of parameterized MC pseudo-
experiments are used to validate the fit. All fitted
parameters exhibit unbiased means and variances.

The results for the D(⇤)⇡+⇡�`�⌫ channels are
shown in Fig. 2 with the corresponding signal
yields in Table I. The fitted yields for all back-
ground components are consistent with the val-
ues expected from MC. The only known source of
B ! D⇡+⇡�`�⌫ decays is B ! D

1

(2420)`�⌫ with
D

1

(2420) ! D⇡+⇡�. If we remove these D
1

(2420)
decays by vetoing events with 0.5 < m(D⇡+⇡�) �
m(D) < 0.6GeV/c2, the signal yields are reduced
to 84.3± 27.7 events in D0⇡+⇡�, and 37.3± 15.9 in
D+⇡+⇡�, which indicates that D

1

(2420) ! D⇡+⇡�

is not the only source for the observed signals.

TABLE I: Event yields and estimated e�ciencies (✏) for
the signal channels. The quoted uncertainties are statis-
tical only. The fourth column gives the statistical signif-
icance, S =

p
2�L, where �L is the di↵erence between

the log-likelihood value of the default fit and a fit with
the signal yield fixed to zero. The last column gives the
total significance, S

tot

, where systematic uncertainties
are included.

Channel Yield ✏⇥ 104 S S
tot

D0`�⌫
`

5567± 102 2.73± 0.01 > 40 > 40

D+`�⌫
`

3236± 74 1.69± 0.01 > 40 > 40

D⇤0`�⌫
`

9987± 126 2.03± 0.01 > 40 > 40

D⇤+`�⌫
`

5404± 83 1.14± 0.01 > 40 > 40

D0⇡⇡`�⌫ 171± 30 1.18± 0.03 5.4 5.0

D+⇡⇡`�⌫ 56± 17 0.51± 0.02 3.5 3.0

D⇤0⇡⇡`�⌫ 74± 36 1.11± 0.02 1.8 1.6

D⇤+⇡⇡`�⌫ 65± 18 0.49± 0.02 3.3 3.0
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FIG. 2: Measured U distributions and results of the fit
for the (a) D0⇡⇡`�⌫, (b) D+⇡⇡`�⌫, (c) D⇤0⇡⇡`�⌫, and
(d) D⇤+⇡⇡`�⌫ samples.

Systematic uncertainties arising from limited
knowledge of branching fractions, form factors, and
detector response are evaluated. These impact
the determination of the PDF shapes, fixed back-
grounds, cross-feed contributions, and signal e�-
ciencies. The leading uncertainties arise from ig-
norance of potential resonance structure in the
D(⇤)⇡+⇡� final state, the limited size of MC sam-
ples used to derive PDFs, and the modeling of dis-
tributions of variables used in the Fisher discrim-
inants. The dependence on the D(⇤)⇡⇡ produc-
tion process is investigated by using, in turn, each
of the individual mechanisms listed previously to
model the signal. We assign the maximum deviation

between the branching fraction ratios R(⇤)

⇡+⇡� ob-
tained from the nominal and alternative decay mod-
els as an uncertainty, giving 7.8% for D0⇡+⇡�`�⌫,
10.5% for D+⇡+⇡�`�⌫, 19.2% for D⇤0⇡+⇡�`�⌫,
and 13.4% for D⇤+⇡+⇡�`�⌫. The impact of the
statistical uncertainties of the PDFs are estimated
from fits to 1300 simulated data sets, obtained from
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the primary MC samples using the bootstrapping
method [19], resulting in uncertainties ranging from
6.5% (D0⇡+⇡�`�⌫) to 21.1% (D⇤0⇡+⇡�`�⌫). We
estimate the uncertainty associated with modeling
the Fisher discriminants by using the uncorrected
shape of each simulated input distribution, one at
a time, before imposing the selection requirement.
The systematic uncertainty, given by the sum in
quadrature of the di↵erences with respect to the
nominal analysis, varies from 3.7% (D0⇡+⇡�`�⌫)
to 5.2% (D+⇡+⇡�`�⌫).

The ratios of branching fractions are calculated
from the fitted yields as

R(⇤)

⇡+⇡� =
N (⇤)

⇡+⇡�

N (⇤)

norm

✏(⇤)
norm

✏(⇤)⇡+⇡�

, (1)

where ✏ refers to the corresponding e�ciency, which
is calculated from MC for the same type of B meson

(B� or B0) used in the two-pion signal (N (⇤)

⇡+⇡�) and

zero-pion normalization (N (⇤)

norm

) yields. The results
are given in Table II. The dependence of the e�cien-
cies on the details of the hadronic B reconstruction
largely cancels in the ratio, as do some other asso-
ciated systematic uncertainties and possible biases.
Since semileptonic B decays proceed via a spectator
diagram, the semileptonic decay widths of neutral
and charged B mesons are expected to be equal.
We therefore determine combined values for the B�

and B0 channels: these are given in Table II. Also
shown are the corresponding B� branching fractions
obtained by using Ref. [4] for the branching fractions
of the normalization modes.

TABLE II: Branching fraction ratios R(⇤)

⇡

+
⇡

� for the

D(⇤)⇡+⇡�`�⌫ channels and corresponding isospin-
averaged values. The first uncertainty is statistical and
the second is systematic. The rightmost column gives
the corresponding branching fractions, where the third
uncertainty comes from the branching fraction of the
normalization mode. The isospin-averaged results are
quoted as B� branching fractions.

Channel R(⇤)

⇡

+
⇡

� ⇥ 103 B ⇥ 105

D0⇡+⇡�`�⌫ 71± 13± 8 161± 30± 18± 8

D+⇡+⇡�`�⌫ 58± 18± 12 127± 39± 26± 7

D⇤0⇡+⇡�`�⌫ 14± 7± 4 80± 40± 23± 3

D⇤+⇡+⇡�`�⌫ 28± 8± 6 138± 39± 30± 3

D⇡+⇡�`�⌫ 67± 10± 8 152± 23± 18± 7

D⇤⇡+⇡�`�⌫ 19± 5± 4 108± 28± 23± 4

In conclusion, the decays B ! D(⇤)(n⇡)`�⌫ with
n = 0 or 2 are studied in events with a fully re-
constructed second B meson. We obtain the first
observation of B ! D0⇡+⇡�`�⌫ decays and first
evidence for B ! D(⇤)+⇡+⇡�`�⌫ decays. The
branching ratios of B ! D(⇤)⇡+⇡�`�⌫ decays
relative to the corresponding B ! D(⇤)`�⌫ de-
cays are measured. To estimate the total B !
D(⇤)⇡⇡`�⌫ branching fraction we use isospin sym-
metry and consider in turn each of the B ! Xc`�⌫
decay models discussed above. We find B(B !
D(⇤)⇡+⇡�`�⌫)/B(B ! D(⇤)⇡⇡`�⌫) = 0.50 ± 0.17,
where the uncertainty is one half the observed spread
from the investigated models, which implies B(B !
D⇡⇡`�⌫) + B(B ! D⇤⇡⇡`�⌫) = (0.52+0.14

�0.07
+0.27
�0.13)%,

where the first uncertainty is the total experimental
uncertainty and the second is due to the unknown
fraction of B ! D(⇤)⇡+⇡�`�⌫ in B ! D(⇤)⇡⇡`�⌫
decays. This corresponds to between one-quarter
and one-half of the di↵erence between the sum of the
previously measured exclusive B meson semileptonic
decays to charm final states and the corresponding
inclusive semileptonic branching fraction.
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further. Charged B
tag

candidates are required to
have charge opposite that of the lepton candidate.
We calculate E

extra

, the energy sum of all calorime-
ter energy clusters with energy greater than 80MeV
that are not used in the reconstruction of the B can-
didates, and require E

extra

 0.4GeV. After these
criteria are applied, the remaining events have on
average about two ⌥ (4S) ! B

tag

B candidates per
signal channel. The candidate in each D(⇤)(n⇡)`�

channel with the smallest |�E| is retained.
Each ⌥ (4S) ! B

tag

B candidate is fit to the
hypothesized decay topology, imposing vertex and
mass constraints on intermediate states in order to
improve the resolution. The four-momentum of the
B

tag

D(⇤)(n⇡)`� candidate is subtracted from that
of the initial e+e� state to determine the four-
momentum p

miss

= (E
miss

, ~p
miss

). For events in
which a single neutrino is the only missing parti-
cle, the di↵erence U ⌘ E

miss

� |~p
miss

|c peaks at zero
with a resolution of ⇡ 0.1GeV; U is used to discrimi-
nate against events with additional missing particles.
In contrast to the commonly used missing-mass-
squared, which is proportional to E

miss

+ |~p
miss

| ⇡
2E

miss

, U does not depend directly on the modeling
of E

miss

and thus on the decay dynamics. Hadronic
B decays for which all final-state particles are recon-
structed, and in which a hadron is misidentified as
an electron or muon, have E

miss

⇡ |~p
miss

| ⇡ 0: we
require |~p

miss

| > 0.2GeV/c to suppress these events.
We impose m(D0⇡±) � m(D0) > 0.16GeV/c2 for
the D0⇡+⇡�`�⌫ channel to remove correctly recon-
structed B� ! D⇤+⇡�`�⌫ events with a subsequent
D⇤+ ! D0⇡+ decay.

We use a separate Fisher discriminant [16] in each
signal channel to further reduce the background
from continuum and BB events. The variables used
are E

extra

, mES , the number of unused neutral clus-
ters with energy greater than 80MeV, the numbers
of charged tracks and neutral clusters in the B

tag

candidate, the second normalized Fox-Wolfram mo-
ment R

2

[17], and the CM-frame cosine of the angle
between the thrust axes of the B

tag

candidate and
of the remaining particles in the event. The discrim-
inants are constructed using simulated events, with
the distribution of each variable reweighted to match
the distribution in data. The selection requirement
on the output variables is optimized assuming a
branching fraction B(B ! D(⇤)⇡+⇡�`�⌫) = 0.12%
in each channel.

At this stage of the analysis an event may be re-
constructed in more than one channel. To obtain
statistically independent samples and to maximize
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FIG. 1: Measured U distributions and results of the fit
for the (a) B� ! D0`�⌫ and (b) B� ! D⇤0`�⌫ sam-
ples.

the sensitivity to D(⇤)⇡+⇡�`�⌫ decays, we select a
unique candidate as follows. Any event found in a
D(⇤)`�⌫ sample is removed from all samples with
one or two signal pions. If an event enters two or
more samples with the same number of signal pions,
candidates are removed from the sample with lower
signal-to-background level. In addition, we remove
from the D(⇤)⇡+⇡�`�⌫ samples any event found in
a D(⇤)⇡`�⌫ sample with |U | < 0.1GeV.

The analysis procedure was developed using sim-
ulated event samples; the data for the two-pion sig-
nal modes were not examined until the selection and
fit procedures were finalized. Event yields are ob-
tained from an unbinned maximum likelihood fit to
the U distribution in the range �1.5 < U < 3.0GeV
for each signal channel. One-dimensional proba-
bility density functions (PDF) for the signal and
background components of each sample are obtained
from MC using parametric kernel estimators with
adaptive widths [18]. Figure 1 shows the results for
the D(⇤)0`�⌫ channels; the results for the D(⇤)+`�⌫
channels are similar. Corresponding yields are pre-
sented in Table I.

The PDFs used in the fit to the D(⇤)`�⌫ chan-
nels include the following components, whose mag-
nitudes are parameters of the fit: B ! D`�⌫,
B ! D⇤`�⌫, B ! D(⇤)⇡`�⌫, other BB events,
and continuum events. Potential contributions from
D(⇤)⇡⇡`�⌫ decays have a similar shape to D(⇤)⇡`�⌫
decays in these channels and are included in the
B ! D(⇤)⇡`�⌫ component. The PDFs used in the fit
to the D(⇤)⇡+⇡�`�⌫ channels include the following
components: B ! D(⇤)`�⌫, B ! D(⇤)⇡�`�⌫, B !
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D** decays

• No attempts at neutral modes, or modes with π0.

21

• No absolute Br measurements: using a B → D(*) π l ν mode to 
calibrate all D** l ν channels would be biased.

• Charm branching ratios need complementary information from 
hadronic B decays.

D J Observed Possible
D0* 1P 1/2 Dπ Dη
D1* 1P 1/2 D*π Dππ, Dη
D1 1P 3/2 D*π, Dππ D0*π, D0*ρ, D0*f0  
D2* 1P 3/2 D*π, Dπ Dππ
D’ 2S D(ρ,ππ), D*(η,π)
D’* 2S D*(ρ,ππ), D(η,π)
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B → D** l ν

22

7

TABLE II: Results from the fits to data: the B → D∗∗ℓ−ν̄ℓ signal yield, the corresponding reconstruction efficiency, the product
of branching fractions, where the first error is statistical and the second systematic. For the B → D∗

2ℓ−ν̄ℓ decay, we report
yields and product of branching fractions for the D∗

2 → Dπ decay mode. For the isospin-constrained results (last two columns),
the B− branching fraction products are reported. The statistical significances, Sstat, are obtained by computing the difference
in the log likelihood between the nominal fit and the fit in which we fix the different signal components to 0. The significances

including the systematic uncertainty, Stot, are obtained by rescaling the statistical significances by σstat/
q

σ2
stat + σ2

syst.

Decay Mode Yield ϵsig(×10−4) B (B → D∗∗ℓ−ν̄ℓ ) × B(D∗∗
→ D(∗)π±) % Stot(Sstat) B % Stot(Sstat)

B−
→ D0

1ℓ−ν̄ℓ 165 ± 18 1.24 0.29 ± 0.03 ± 0.03 9.9 (12.7) 0.29 ± 0.03 ± 0.03 10.7 (15.2)
B−

→ D∗0
2 ℓ−ν̄ℓ 97 ± 16 1.44 0.15 ± 0.02 ± 0.01 6.3 (7.3) 0.12 ± 0.02 ± 0.01 6.0 (7.4)

B−
→ D

′0
1 ℓ−ν̄ℓ 142 ± 21 1.13 0.27 ± 0.04 ± 0.05 5.4 (8.0) 0.30 ± 0.03 ± 0.04 6.4 (10.0)

B−
→ D∗0

0 ℓ−ν̄ℓ 137 ± 26 1.15 0.26 ± 0.05 ± 0.04 4.5 (5.8) 0.32 ± 0.04 ± 0.04 6.1 (8.3)
B0

→ D+
1 ℓ−ν̄ℓ 88 ± 14 0.70 0.27 ± 0.04 ± 0.03 7.0 (8.4)

B0
→ D∗+

2 ℓ−ν̄ℓ 29 ± 13 0.91 0.07 ± 0.03 ± 0.01 (< 0.11 @90% CL) 2.3 (2.5)

B0
→ D

′+
1 ℓ−ν̄ℓ 86 ± 18 0.60 0.31 ± 0.07 ± 0.05 4.6 (5.8)

B0
→ D∗+

0 ℓ−ν̄ℓ 142 ± 26 0.70 0.44 ± 0.08 ± 0.06 4.7 (6.0)
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TABLE I: m2
miss selection criteria.

Mode Selection Criteria
B−

→ D∗+π−ℓ−ν̄ℓ −0.25 < m2
miss < 0.25 GeV2/c4

B−
→ D+π−ℓ−ν̄ℓ −0.25 < m2

miss < 0.8 GeV2/c4

B0
→ D∗0π+ℓ−ν̄ℓ −0.2 < m2

miss < 0.35 GeV2/c4

B0
→ D0π+ℓ−ν̄ℓ −0.15 < m2

miss < 0.85 GeV2/c4

D(∗)0π+ℓ−ν̄ℓ decays starting from the corresponding
Btag + D(∗)ℓ− combinations. We select events with
only one additional reconstructed charged track, cor-
rectly matched to the D(∗) flavor, that has not been used
for the reconstruction of the Btag, the signal D(∗), or the
lepton. D(D∗) candidates are selected within 2σ (1.5-
2.5σ, depending on the D∗ decay mode) of the D mass
(D∗ −D mass difference), where the resolution σ is typi-
cally around 8 (1-7) MeV/c2. For the B0 → D(∗)0π+ℓ−ν̄ℓ

decay, we additionally require the invariant mass differ-
ence m(D0π+)−m(D0) to be greater than 0.18 GeV/c2

to veto B0 → D∗+ℓ−ν̄ℓ events.
Semileptonic B → D∗∗ℓ−ν̄ℓ decays are identi-

fied by the missing mass squared in the event,

m2
miss =

[

p(Υ (4S)) − p(Btag) − p(D(∗)π) − p(ℓ)
]2

, de-
fined in terms of the particle four-momenta. For correctly
reconstructed signal events, the only missing particle is
the neutrino, and m2

miss peaks at zero. Other B semilep-
tonic decays, where one particle is not reconstructed
(feed-down) or is erroneously added to the charm candi-
date (feed-up), exhibit higher or lower values in m2

miss [7].
In feed-down cases where both a D and a D∗ candidate
have been reconstructed, we keep only the latter candi-
date.

The m2
miss selection criteria are listed in Table I. The

m2
miss region between 0.2 and 1 GeV2/c4 for B →

Dπℓ−ν̄ℓ events is dominated by feed-down from B →
D∗∗(→ D∗π)ℓ−ν̄ℓ semileptonic decays where the soft
pion from the D∗ decay is not reconstructed. In order
to retain these events we apply an asymmetric cut on
m2

miss for these modes.
The signal yields for the B → D∗∗ℓ−ν̄ℓ decays are

extracted through a simultaneous unbinned maximum
likelihood fit to the four m(D(∗)π) − m(D(∗)) distribu-
tions. With the current statistics, validation studies on
MC samples show that our sensitivity to non-resonant
B → D(∗)πℓ−ν̄ℓ decays is limited. Including hypothe-
ses for these components results in a fitted contribution
that is consistent with zero. Thus we assume that these
non-resonant contributions are negligible. The probabil-
ity that B → D∗∗(→ D∗π)ℓ−ν̄ℓ decays are reconstructed
as B → D∗∗(→ Dπ)ℓ−ν̄ℓ is determined with the MC sim-
ulation to be 26%(59%) for the B−(B0) sample and held
fixed in the fit.

The Probability Density Functions (PDFs) for the
D∗∗ signal components are determined using MC B →
D∗∗ℓ−ν̄ℓ signal events. A convolution of a Breit-Wigner

]2) [GeV/c(*))-M(Dπ
(*)M(D

0.4 0.6 0.8 1 1.20
5

10
15
20
25
30
35

]2) [GeV/c(*))-M(Dπ
(*)M(D

0.4 0.6 0.8 1 1.20
5

10
15
20
25
30
35 d)

)2
E

ve
nt

s/
(2

0 
M

eV
/c

10

20

30

40

50

)2
E

ve
nt

s/
(2

0 
M

eV
/c

10

20

30

40

50 c)

5
10

15

20

25
30

35

40

5
10

15

20

25
30

35

40
b)

20

40

60

80

100

20

40

60

80

100
νl1D
νl1D’
νl2D*
νl0D*

background

a)

FIG. 1: (Color online) Fit to the m(D(∗)π) − m(D(∗)) dis-
tribution for a) B−

→ D∗+π−ℓ−ν̄ℓ, b) B−
→ D+π−ℓ−ν̄ℓ, c)

B0
→ D∗0π+ℓ−ν̄ℓ, and d) B0

→ D0π+ℓ−ν̄ℓ: the data (points
with error bars) are compared to the results of the overall fit
(sum of the solid distributions). The PDFs for the different
fit components are stacked and shown in different colors.

function with a Gaussian, whose resolution is determined
from the simulation, is used to model the D∗∗ resonances.
The D∗∗ masses and widths are fixed to measured val-
ues [5]. We rely on the MC prediction for the shape
of the combinatorial and continuum background. A non-
parametric KEYS function [18] is used to model this com-
ponent for the D∗πℓ−ν̄ℓ sample, while for the Dπℓ−ν̄ℓ

sample we use the convolution of an exponential with
a Gaussian to model the tail from virtual D∗ mesons.
The combinatorial and continuum background yields are
estimated from data. We fit the hadronic Btag mES dis-
tributions for B → D∗∗ℓ−ν̄ℓ events as described in [7],

Babar PRL 101:261802 (2008)

• Narrow modes can be studied as 
q2 differentials.

• Broad modes and non-resonant 
contributions potentially overlap.
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Measurements

• B → D(*) π l ν

• Normalised  with 
D l ν or X l ν

• Strong model 
dependence in 
systematics - 
particularly broad 
J=1/2 modes.

23

Belle tagged 
J=3/2 & 1/2

Babar tagged 
J=3/2 & 1/2

Babar 
untagged

J=3/2
NBB [106] 657 460 208

Error % % %
Tracking

2
1.8-2.4 1.0-1.8

Particle ID 1.2-1.6 1.6-3.0
π0 & γ Eff. 0.2-4.8 0.3-3.3
MC stats. in stat. - 1.8-5.6

Comb.&Cont. - 0.2-10.4 -
Helicity corr.

12-22 4.5-13.8 0.1-0.7
Signal model 2.0-4.8PDFs 0.2-8.7

NBB - - 2.7
D(*) Bfs 10 3-4.5 2.1-5.4
Norm 4-6 -
Bkg 6 - 1.7-3.2

total sys 14-25 5.5-17 5.8-9.1
total stat 14-40 10-20 6-17

Babar PRL 101:261802 (2008)
Babar PRL 103:051803 (2009)
Belle PRD 77:091503 (2008)
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B→D** l ν towards Belle II
• Much more information on differentials of narrow and broad - controls signal 

modelling errors.

• More complete study of D** decay width with m2miss studies & hadronic 
modes.

• Studies in progress using SL and hadronic tags: expect O(10) improvement 
on seen modes compared to previous Belle study.

24
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FIG. 5. The colored bands show the allowed 68% regions for m` = 0 (blue) and m` = m⌧ (orange) for the di↵erential decay
rates in Approximation A. The dashed curves show the predictions of Ref. [9]. The data points correspond to the di↵erential
semileptonic or nonleptonic branching fraction measurements described in the text.

Appendix B: Approximation A
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Bs decays

25

B→D** at Belle II Phillip URQUIJO

Y(5S)→Bs→Ds
** 

21

Modes Width
Dominant 
Xc mode

Ds - KKπ

Ds
* - Ds γ

Ds0
*(2317) - Ds π0

Ds1(2460) - Ds
* π0

Ds1
’(2536) 1 MeV D* K

Ds2
*(2573) 17 MeV D0 K

The ⌥ (5S) data sample

FWF grant number P22742-N16 3 Felicitas.Thorne@oeaw.ac.at

•Most have ≥ 2 neutrals (π0&ν), best at e+e-! 

•σbb
(√s=10.87GeV)/σbb

(√s=10.58GeV)~0.3

•fs~0.199±0.030 ~14M Bs
0 in 121 fb-1

•Excited production: kinematic smearing

•BF(Y(5S)→ Bs
*Bs

*)~90%

•Bs
*→Bsγ, m(Bs

*)-m(Bs)≃49 MeV

Tuesday, 27 November 12

Modes Width Dominant 
decay

Ds - KKπ
Ds* - Ds γ

Ds0*(2317) < 4 MeV Ds π0

Ds1(2460) < 4 MeV Ds* π0

Ds1`(2536) 1 MeV D*K
Ds2*(2573) 17 MeV D0K

• The J=1/2 states are not broad.

• Ds1 & Ds1’ have absolute Br.

• 60M Bs0 pairs / 1 ab-1

• Often have >2 neutrals (π0 & ν)

• Kinematic smearing  
Bs*→Bsγ, ΔmBs*~49 MeV
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Bs → Ds** l ν 

• Untagged methods can probe Ds** modes.

• Tagging can constrain B →Ds(*) l ν 
• Bs full recon. presented at ICHEP 2016 

(F. Breibeck)

26

Tag Method Tag 
eff. NBs/NB Yields in 121 fb-1 /5 ab-1

Xlν ΔstatΔsys Dslν Ds*lν Ds0*lν Ds2*lν

Untagged 2 fs/fd,u≃0.25 2.7M — — 7200 10900 800 1300

Lepton tag 0.1 fs/fd,u≃0.25 135k — — 370 /15000 534 /22000 40 1600 70 /2800

Ds: φπ, KSK,K*K 0.04 10·fs/fd,u 27k 3% 7% 140 /6000 200 /8500 16 650 26 /1000

Bs full recon. 0.004 ≫10 5400 2% 4% 15 /620 20 /880 2 70 3 /110

B→D** at Belle II Phillip URQUIJO

Bs0 → Ds*± l v @ 121 fb-1, MC

•Untagged approach shown: Xmiss

•Bud cross feed from~6・10-4
BF(B→Ds(*)±Klv)×4(fud/fs) (precision measurement at Belle II)

•Resolution: Kinematic smearing due to Y(5S) decay, and γ in Ds
*→Dsγ

22
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Definition of the variables

A
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ar
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n

Belle MC

•Bs
0 → Ds

*± l v, Ds
* → Ds γ, Ds→Φ(KK)π (plep>0.5 GeV)

Phillip Urquijo, ATPP 2012

Semileptonic Observables

30

Variables

p m

El

v
l −

−W

B ρ
π

π

ππρ

2q

_
q

q2= qmax
2

c
l ν

_

Zero
Recoil

_
q

ν
_

q2= qmin
2

l

c

• Four-momentum of charged lepton

. Experimentally: Momentum and PID

• Four-momentum of hadronic system

. ⇢ is not a narrow resonance

• Mass
2

of (virtual) W boson

. q2

= (p` + p
¯⌫)

2

• Boost of D⇤
in B restframe

. w ⌘ vB · vD⇤
= ED⇤/mD⇤

=

m2

B+m2

X�q2

2mBmD⇤

. For B0 ! D⇤�`+⌫: 1.0 < w < 1.503

• Formfactors

. Parametrization of hadronic effects

(decoupled from leptonic current)

. Simplifications essential

• Lepton mass

• Symmetries (heavy quarks)
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point shown. Work 

in progress.

Tuesday, 27 November 12

Belle PRD 92, 072013 (2015)
 Belle PRD 87, 072008 (2013)
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B → D* l ν & B → D l ν

• Aims
• |Vcb|
• LFUV of B → D(*) µ ν / B → D(*) e ν.
• NP current, e.g. right handed current via lepton helicity.
• Normalisation of B → D(*) τ ν (but already precise enough).

• B → D* l ν 
• Model independent parameterisation of form factors (as of March 2017)
• Improved low momentum tracking, and improved tracking efficiencies.
• Use of tagging methods.

• B → D l ν 
• Tagging methods will reach normalisation precision limit.

27
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B → D* l ν untagged
• Conservation of momentum: pB is on a cone around 

(D*l) axis making an opening angle cosθB,D*l.

• Taking the sum of momenta of non-signal side of the 
decay, pincl

28

cosB,D⇤` =
2E⇤

BE
⇤
D⇤` �m

2
B �m

2
D⇤`

2| ~p⇤B ||~p⇤D⇤`| 11

FIG. 5: Result of the fit of the four kinematic variables in the sub-sample B. The electron and muon modes are added in
this plot. The points with error bars are continuum subtracted on-resonance data. Where not shown, the uncertainties are
smaller than the black markers. The histograms are, top to bottom, the signal component, D∗∗ background, signal correlated
background, uncorrelated background, fake ℓ component and fake D∗ component.

FIG. 6: Plots of the result of the averaging procedure. Projections in F(1)|Vcb| vs. ρ
2 (top left), F(1)|Vcb| vs. R1(1) (top

middle), F(1)|Vcb| vs. R2(1) (top right), ρ2 vs. R1(1) (bottom left), ρ2 vs. R2(1) (bottom middle) and R1(1) vs. R2(1) (bottom
right) are shown. The red dot (solid line) shows the position (1σ ellipse) of the average, the blue rectangle (dashed line) the
position (1σ ellipse) of the sub-sample A, the green triangle (dash-dotted line) the position (1σ ellipse) of the sub-sample B,
the magenta diamond (dash-double dotted line) the position (1σ ellipse) of the sub-sample C and the cyan cross (dash-triple
dotted line) the position (1σ ellipse) of the sub-sample D.

The total χ2 to be minimized takes the form,

χ2 =
∑

i

∑

j

(

V̂i − V̄π(i)

)
(

C−1
)

ij

(

V̂j − V̄π(j)

)

+
∑

s

r2s ,

(23)
and is minimized numerically. The number of degrees of
freedom are calculated as

n.d.f = (Ni +Ns)− (Np +Ns)
︸ ︷︷ ︸

floated parameters

= Ni −Np, (24)

which is the same result one obtains in the case without

any systematic uncertainties. The minimization is nu-
merically stable and yields both the central values and
the total uncertainties of the full four dimensional aver-
age.

Applying this procedure to the four results presented
in Table II yields the final result of this analysis. We

12

ρ2 R1(1) R2(1) F(1)|Vcb|× 103 B(B0 → D∗ℓν) [%]

Value 1.214 1.401 0.864 34.6 4.58

Statistical Error 0.034 0.034 0.024 0.2 0.03

Systematic Error 0.009 0.018 0.008 1.0 0.26

Fast track efficiency -0.78 -0.206

Slow track efficiency +0.002 +0.003 -0.004 -0.28 -0.059

ρπs stability +0.001 -0.001 +0.000 -0.03 -0.003

LeptonID +0.002 +0.006 -0.002 -0.38 -0.100

Norm - D∗∗ +0.001 +0.001 -0.001 -0.03 -0.008

Norm - Signal Corr. +0.002 -0.003 +0.002 +0.02 +0.006

Norm - Uncorr +0.002 +0.008 -0.003 -0.02 -0.001

Norm - Fake ℓ +0.003 -0.003 -0.001 -0.01 -0.003

Norm - Fake D∗ +0.001 -0.001 +0.000 +0.00 +0.003

Norm - Continuum +0.002 +0.002 -0.001 +0.00 -0.003

D∗∗ composition +0.004 +0.009 -0.003 -0.10 -0.025

D∗∗ shape +0.003 +0.005 -0.002 -0.04 -0.011

N(Υ(4S)) -0.24 -0.063

f+−/f00 +0.004 -0.009 +0.003 +0.24 +0.062

B0 life time -0.10 -0.027

B(D∗ → D0πs) -0.13 -0.034

B(D0 → Kπ) -0.22 -0.059

TABLE III: The breakup of the systematic uncertainty in the result of the fit to the full sample. The sign + (-) implies whether
the fit result moves to larger (smaller) values, if the value of the corresponding systematic parameter is increased.

F(1)|Vcb| ρ2 R1(1) R2(1)

F(1)|Vcb| 1.000 0.625 -0.122 -0.206

ρ2 1.000 0.575 -0.872

R1(1) 1.000 -0.697

R2(1) 1.000

TABLE IV: The statistical correlation coefficients of the four
parameters in the fit to the full sample.

obtain

F(1)|Vcb| = (34.5± 0.2± 1.0)× 10−3,

ρ2 = 1.214± 0.034± 0.009,

R1(1) = 1.401± 0.034± 0.018,

R2(1) = 0.864± 0.024± 0.008, (25)

with a χ2/n.d.f = 14.3/12 (Pχ2 = 0.282). This implies
excellent agreement between the results, which can also
be seen in the projections of the minimization, shown
in Fig. 6. The corresponding branching fraction for the
process B0 → D∗−ℓ+ν is obtained from the integral of
the differential decay width. We obtain

B(B0 → D∗−ℓ+ν) = (4.56± 0.03± 0.26)%. (26)

A breakdown of the systematic uncertainties is shown
in Table III. The statistical correlation coefficients of the
result can be found in Table IV.

V. MODEL-INDEPENDENT DETERMINATION
OF HELICITY FUNCTIONS

The angular distributions given in Eq. (10) are deter-
mined by the kinematic properties of the decay. However,
as discussed in section II C, the expressions of the helic-
ity amplitudes and thus the distribution in the variable
w are based on the parameterization scheme proposed
by Caprini, Lellouch and Neubert [3]. In this section, we
extract the form factor shape of the longitudinal and the
transverse components of Eq. 10 through a fit to the w
vs. cos θV distribution. The binning is the same as in
the fit approach described above. The contribution from
events with w > 1.5 is fixed to the small values predicted
by the results of the parameterized fit.

A. Fit procedure

From Eq. (10) we can obtain the double differential
decay width dΓ/dw d cos θV by integration over cos θℓ and
χ.

If we define

FΓ =
G2

F (mB −mD∗)2 m3
D∗

43π3
(27)
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FIG. 5: Result of the fit of the four kinematic variables in the sub-sample B. The electron and muon modes are added in
this plot. The points with error bars are continuum subtracted on-resonance data. Where not shown, the uncertainties are
smaller than the black markers. The histograms are, top to bottom, the signal component, D∗∗ background, signal correlated
background, uncorrelated background, fake ℓ component and fake D∗ component.

FIG. 6: Plots of the result of the averaging procedure. Projections in F(1)|Vcb| vs. ρ
2 (top left), F(1)|Vcb| vs. R1(1) (top

middle), F(1)|Vcb| vs. R2(1) (top right), ρ2 vs. R1(1) (bottom left), ρ2 vs. R2(1) (bottom middle) and R1(1) vs. R2(1) (bottom
right) are shown. The red dot (solid line) shows the position (1σ ellipse) of the average, the blue rectangle (dashed line) the
position (1σ ellipse) of the sub-sample A, the green triangle (dash-dotted line) the position (1σ ellipse) of the sub-sample B,
the magenta diamond (dash-double dotted line) the position (1σ ellipse) of the sub-sample C and the cyan cross (dash-triple
dotted line) the position (1σ ellipse) of the sub-sample D.

The total χ2 to be minimized takes the form,

χ2 =
∑

i

∑

j

(

V̂i − V̄π(i)

)
(

C−1
)

ij

(

V̂j − V̄π(j)

)

+
∑

s

r2s ,

(23)
and is minimized numerically. The number of degrees of
freedom are calculated as

n.d.f = (Ni +Ns)− (Np +Ns)
︸ ︷︷ ︸

floated parameters

= Ni −Np, (24)

which is the same result one obtains in the case without

any systematic uncertainties. The minimization is nu-
merically stable and yields both the central values and
the total uncertainties of the full four dimensional aver-
age.

Applying this procedure to the four results presented
in Table II yields the final result of this analysis. We

Belle PRD 82, 112007 (2010)

Not unfolded
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B → D* l ν tagged

29

I. INTRODUCTION

Precise determinations of the values of matrix elements of the Cabibbo-Kobayashi-
Maskawa (CKM) matrix [1, 2] are important for testing the Standard Model of particle
physics (SM). In this article a precise determination of the magnitude of the CKM matrix
element |Vcb| is reported, based on a measurement of the exclusive decay of B̄0 ! D⇤+ `� ⌫̄`
with D⇤+ ! D0⇡+ and D⇤+ ! D+⇡0 and its isospin conjugate decay mode. In addition,
the unfolded di↵erential decay rates of four kinematic quantities, described in section II, that
fully characterize the semileptonic decay, are reported for the first time in this decay mode.
These measurements will allow for extractions of |Vcb| using unquenched lattice QCD calcu-
lations of the B̄ ! D⇤ transition form factors beyond zero recoil when they are available in
the future. This measurement complements the previous Belle untagged result in Ref. [5],
by studying the properties of the B̄0 ! D⇤+ `� ⌫̄` decay using an orthogonal data set: the
second B-meson in the collision is reconstructed using a fully reconstructed B sample. This
high purity sample allows for more precise reconstruction of the decay kinematics, at the
cost of lower e�ciency. Other recent measurements of |Vcb| using the exclusive B̄ ! D⇤ ` ⌫̄`
decay have been performed by the Babar experiment [6–8].

This paper is organized as follows: section II briefly reviews the theory describing semilep-
tonic B̄0 ! D⇤+ `� ⌫̄` decays. Section III provides a brief overview of the Belle detector and
the data sets used in this analysis. The event reconstruction and selection criteria are sum-
marized in section IV, while section V provides an overview of the extraction of the inclusive
and di↵erential signal yields. Section VI discusses the unfolding procedure. Section VII re-
views the dominant sources of systematic uncertainty. Section VIII describes the procedure
for extracting the CKM matrix element |Vcb|. Section IX concludes the article, with a brief
summary of the key results.

FIG. 1: The helicity angles ✓`, ✓v, and � that characterize the B̄ ! D

⇤
` ⌫̄` decay are shown: the

helicity angle ✓` is defined as the angle between the lepton and the direction opposite the B̄-meson
in the virtual W -boson rest frame; similarly ✓v is defined as the angle between the D meson and
the direction opposite the B̄-meson in the D⇤ rest frame; finally the angle � is defined as the tilting
angle between the two decay planes spanned by the W � ` and D

⇤ �D systems in the B̄-meson
rest frame.
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` ⌫

sig

⌫

sig

MC

✏

reco

✏

tag

e+ µ 2374± 53 2310.1 3.19⇥ 10�5

e 1306± 40 1248.8 3.45⇥ 10�5

µ 1066± 34 1061.3 2.93⇥ 10�5

TABLE I: The measured (⌫sig) and expected (⌫sig
MC

) B̄0 ! D

⇤+
`

�
⌫̄` signal yields are listed for the

combined fit and for the electron and muon subsamples, as well as the product of the reconstruction
and tagging e�ciencies.

from Ref. [29] and we find good agreement. For the separate branching fractions to ` = e
and ` = µ we find

B(B̄0 ! D⇤+ e� ⌫̄e) = (5.04± 0.15± 0.23)⇥ 10�2 , (20)

and

B(B̄0 ! D⇤+ µ� ⌫̄µ) = (4.84± 0.15± 0.22)⇥ 10�2 , (21)

where both are in good agreement with each other and hence with the average Eq. 18. The
ratio of both branching fractions is measured to be

Reµ =
B(B̄0 ! D⇤+ e� ⌫̄e)

B(B̄0 ! D⇤+ µ� ⌫̄µ)
= 1.04± 0.05± 0.01 . (22)

B. Di↵erential fit and statistical correlations

Each bin of the measured distributions of the hadronic recoil and angular variables is
independently fitted for signal yields, and hence there is no assumption on the background
distribution across these variables. The distributions are fitted in ten bins each using an
equidistant binning (but extending the last bin in w to account for the kinematic endpoint
of the spectrum). This choice is a compromise of providing di↵erential information, but
also to reduce migration between the reconstructed and true underlying value of the kine-
matic quantities. A summary of the bin boundaries can be found in Table II. Figure 4
shows the M2

miss

distribution for three out of the forty di↵erential bins for w 2 [1, 1.05),
cos ✓` 2 [0.8, 1.0) and � 2 [0, ⇡/5). The purity in each bin is very high and the unbinned
PDFs have been integrated over the bins to allow for an easier comparison. The finite de-
tector resolution and the mis-reconstruction of signal-side particles result in migration.The
inversion or unfolding of such e↵ects for comparison to theory is discussed in Section VI.

The measured yields of the four kinematic variables are statistically correlated with each
other as they a formed from the same reconstructed events. In order to simultaneously use
information from {w, cos ✓`, cos ✓v,�} in the fit to determine |Vcb|, these correlations must
be determined. This is achieved by using a bootstrapping procedure [26]: in each data
subsample each data event is assigned a di↵erent Poisson weight P (⌫ = 1) and the yield
extraction is repeated using these weighted events. A large number of subsamples is used
to calculate the statistical correlation between the various bins.
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FIG. 8: The best fit values (solid red lines) and the corresponding ��

2 + 1 errors (dashed lines)
of the unfolded decay rates are shown.
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⌫̄` signal yields are listed for the

combined fit and for the electron and muon subsamples, as well as the product of the reconstruction
and tagging e�ciencies.
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and

B(B̄0 ! D⇤+ µ� ⌫̄µ) = (4.84± 0.15± 0.22)⇥ 10�2 , (21)

where both are in good agreement with each other and hence with the average Eq. 18. The
ratio of both branching fractions is measured to be

Reµ =
B(B̄0 ! D⇤+ e� ⌫̄e)

B(B̄0 ! D⇤+ µ� ⌫̄µ)
= 1.04± 0.05± 0.01 . (22)

B. Di↵erential fit and statistical correlations

Each bin of the measured distributions of the hadronic recoil and angular variables is
independently fitted for signal yields, and hence there is no assumption on the background
distribution across these variables. The distributions are fitted in ten bins each using an
equidistant binning (but extending the last bin in w to account for the kinematic endpoint
of the spectrum). This choice is a compromise of providing di↵erential information, but
also to reduce migration between the reconstructed and true underlying value of the kine-
matic quantities. A summary of the bin boundaries can be found in Table II. Figure 4
shows the M2

miss

distribution for three out of the forty di↵erential bins for w 2 [1, 1.05),
cos ✓` 2 [0.8, 1.0) and � 2 [0, ⇡/5). The purity in each bin is very high and the unbinned
PDFs have been integrated over the bins to allow for an easier comparison. The finite de-
tector resolution and the mis-reconstruction of signal-side particles result in migration.The
inversion or unfolding of such e↵ects for comparison to theory is discussed in Section VI.

The measured yields of the four kinematic variables are statistically correlated with each
other as they a formed from the same reconstructed events. In order to simultaneously use
information from {w, cos ✓`, cos ✓v,�} in the fit to determine |Vcb|, these correlations must
be determined. This is achieved by using a bootstrapping procedure [26]: in each data
subsample each data event is assigned a di↵erent Poisson weight P (⌫ = 1) and the yield
extraction is repeated using these weighted events. A large number of subsamples is used
to calculate the statistical correlation between the various bins.
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3. Extraction of the signal yield in the projections of the kinematic variables
In order to measure the di�erential branching ratio projections as functions of the four kinematic variables,
the signal yields have to be extracted in each bin of the kinematic distributions. Therefore, a fit to the
missing mass squared is performed in each bin to determine the signal and the background contributions.

3.1. The missing mass squared distribution
The missing mass squared, m2

mis, of a semileptonic decay is a variable that quantifies the invariant mass
corresponding to the undetected momentum. It is given by:

m2
mis = (pB � pD� � p�)2 , (7)

where pi are the reconstructed momenta. For B � D��� decays, only the neutrino is undetected. The
signal therefore peaks around the neutrino mass, which is zero. Correctly reconstructed B � D��� decays
form a narrower peak than the wrongly reconstructed ones. Background decays however are not expected
to peak around zero. The B � D���� component peaks at positive values of m2

mis, as some particles have
not been found. In contrary to this, the B � D�� component peaks around negative values of m2

mis, as
an additional particle has wrongly been assigned to the signal B decay. Continuum background is uniform
in m2

mis. The distributions are shown in Fig. 9. This variable is therefore well suited to separate signal
from background and can be used in a fit. Nevertheless, correctly and wrongly reconstructed B � D���
events can hardly be separated as both components exhibit very similar shapes in m2

mis and the resulting
yields are strongly anti-correlated, leading to a large fit uncertainty for the yields of correctly reconstructed
signal decays. To avoid this both components have been fitted together and treated as the signal in what
follows. The drawback of this approach is larger migrations of events between the bins of the reconstructed
kinematic distributions with respect to the true distributions, as the resolution of the kinematic variable
reconstruction is worse for the sum of correctly and wrongly reconstructed events.

Further, one introduces the implicit assumption that the fraction of wrongly and correctly reconstructed
events in MC is consistent between data and MC. In App. B a study is documented that investigates this
assumption by explicitly separating both components by employing the small di�erences in resolution to
disentangle both fit yields. No evidence is seen that the ratio in data and MC is di�erent.
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Figure 9: m2
mis distributions for the selected charged (left) and neutral (right) B � D��� candidates.

3.2. Unbinned likelihood fit using Kernel estimation
To extract the signal yields in bins of the kinematic distributions for charged and neutral B mesons, an
unbinned likelihood fit to the m2

mis distribution in each bin has been performed. The fit is executed using
the RooFit [11] package and the templates for the signal and background m2

mis originate from MC. The
free parameters in the fit to data are the signal and background normalizations. The resulting yields are
typically anti-correlated with a correlation of up to -30%.

To obtain smooth PDFs for the signal and background components, Gaussian kernel estimators are used
to approximate the underlying probability density funcions (PDFs) using the package of RooKeysPdfs: a
smooth PDF is constructed by summing Gaussian functions a width proportional to the event density in the
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FIG. 2: The M
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miss

distribution of all events after the B̄

0 ! D

⇤+
`

�
⌫̄` reconstruction. The

coloured histograms correspond to either correctly (red) or incorrectely reconstructed signal
(brown) or various backgrounds. The largest background comes from semileptonic B̄ ! D

⇤⇤
` ⌫̄`

decays and other B-meson decays.

# 
ev

en
ts

0

100

200

300

400

500

w
1 1.05 1.1 1.15 1.2 1.25 1.3 1.35 1.4 1.45 1.5D

at
a/

M
C

0.5

1

1.5

# 
ev

en
ts

0

100

200

300

400

500

600

lθcos
1− 0.8− 0.6− 0.4− 0.2− 0 0.2 0.4 0.6 0.8 1D

at
a/

M
C

0.5
1

1.5

3. Extraction of the signal yield in the projections of the kinematic variables
In order to measure the di�erential branching ratio projections as functions of the four kinematic variables,
the signal yields have to be extracted in each bin of the kinematic distributions. Therefore, a fit to the
missing mass squared is performed in each bin to determine the signal and the background contributions.

3.1. The missing mass squared distribution
The missing mass squared, m2

mis, of a semileptonic decay is a variable that quantifies the invariant mass
corresponding to the undetected momentum. It is given by:

m2
mis = (pB � pD� � p�)2 , (7)

where pi are the reconstructed momenta. For B � D��� decays, only the neutrino is undetected. The
signal therefore peaks around the neutrino mass, which is zero. Correctly reconstructed B � D��� decays
form a narrower peak than the wrongly reconstructed ones. Background decays however are not expected
to peak around zero. The B � D���� component peaks at positive values of m2

mis, as some particles have
not been found. In contrary to this, the B � D�� component peaks around negative values of m2

mis, as
an additional particle has wrongly been assigned to the signal B decay. Continuum background is uniform
in m2

mis. The distributions are shown in Fig. 9. This variable is therefore well suited to separate signal
from background and can be used in a fit. Nevertheless, correctly and wrongly reconstructed B � D���
events can hardly be separated as both components exhibit very similar shapes in m2

mis and the resulting
yields are strongly anti-correlated, leading to a large fit uncertainty for the yields of correctly reconstructed
signal decays. To avoid this both components have been fitted together and treated as the signal in what
follows. The drawback of this approach is larger migrations of events between the bins of the reconstructed
kinematic distributions with respect to the true distributions, as the resolution of the kinematic variable
reconstruction is worse for the sum of correctly and wrongly reconstructed events.

Further, one introduces the implicit assumption that the fraction of wrongly and correctly reconstructed
events in MC is consistent between data and MC. In App. B a study is documented that investigates this
assumption by explicitly separating both components by employing the small di�erences in resolution to
disentangle both fit yields. No evidence is seen that the ratio in data and MC is di�erent.
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3.2. Unbinned likelihood fit using Kernel estimation
To extract the signal yields in bins of the kinematic distributions for charged and neutral B mesons, an
unbinned likelihood fit to the m2

mis distribution in each bin has been performed. The fit is executed using
the RooFit [11] package and the templates for the signal and background m2

mis originate from MC. The
free parameters in the fit to data are the signal and background normalizations. The resulting yields are
typically anti-correlated with a correlation of up to -30%.

To obtain smooth PDFs for the signal and background components, Gaussian kernel estimators are used
to approximate the underlying probability density funcions (PDFs) using the package of RooKeysPdfs: a
smooth PDF is constructed by summing Gaussian functions a width proportional to the event density in the
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the text.
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A fresh look at the determination of |Vcb| from B ! D⇤l⌫

Dante Bigi,⇤ Paolo Gambino,† and Stefan Schacht‡

Dipartimento di Fisica, Università di Torino & INFN, Sezione di Torino, I-10125 Torino, Italy

We use recent Belle results on B̄0 ! D⇤+l�⌫̄l decays to extract the CKM element |Vcb| with two
di↵erent but well-founded parameterizations of the form factors. We show that the CLN and BGL
parameterizations lead to quite di↵erent results for |Vcb| and provide a simple explanation of this un-
expected behaviour. A long lasting discrepancy between the inclusive and exclusive determinations
of |Vcb| may have to be thoroughly reconsidered.

I. INTRODUCTION

Semileptonic B decays o↵er the most direct way to
determine the element |V

cb

| of the Cabibbo-Kobayashi
Maskawa (CKM) quark mixing matrix. This particular
element plays a central role in the analyses of the CKM
matrix unitarity and in the SM prediction of Flavour
Changing Neutral Current transitions. For a long time
the two available methods to extract |V

cb

| from experi-
mental data, based on exclusive (single hadronic channel)
and inclusive (sum of all hadronic channels) reconstruc-
tion of the semileptonic B decays, have been in conflict.
The two methods are based on very di↵erent theoreti-
cal foundations and while a new physics interpretation
seems currently disfavoured on general grounds [1], it is
not excluded [2] and is particularly interesting in view of
the anomalies in B ! D(⇤)⌧⌫ [3].

At present, the two most precise determinations are

|V
cb

| = (38.71± 0.75) 10�3, (1)

based on the HFAG global combination of B ! D⇤`⌫
results [3] together with the FNAL-MILC Collaboration
calculation [4] of the relevant form factor at zero-recoil,
i.e. when the D⇤ is produced at rest in the B rest frame,
and

|V
cb

| = (42.00± 0.65) 10�3, (2)

obtained in the Heavy Quark Expansion from a fit to the
moments of various kinematic distributions in inclusive
semileptonic decays [5]. The di↵erence between (1) and
(2) is 3.3�, which becomes 3.1� once the QED corrections
are treated in the same way in both cases. There are
alternative calculations of the B ! D⇤ zero-recoil form
factor on the lattice [6] or based on Heavy Quark Sum
Rules [7, 8] but they have larger uncertainties.
In a recent paper [9] we have reviewed and slightly

updated the 20 years-old formalism to parameterize the

⇤ dante.bigi@to.infn.it
† gambino@to.infn.it
‡ schacht@to.infn.it

form factors in B ! D`⌫ in a way that satisfies impor-
tant unitarity constraints. Using up-to-date lattice calcu-
lations of the form factors and the available experimental
results, we have shown that the parameterization depen-
dence is minimal and obtained |V

cb

| = 40.49(97) 10�3,
compatible with both (1) and (2) and only slightly less
precise.
The purpose of this brief note is to perform a simi-

lar analysis for the B ! D⇤`⌫ decay. We take advan-
tage of the new Belle preliminary results [10] which, for
the first time, include deconvoluted kinematic and angu-
lar distributions with complete statistical and systematic
errors and correlations, without relying on a particular
parameterization of the form factors. We first review the
formalism and the data and then describe our fits and
discuss the results.

II. FORM FACTOR PARAMETERIZATIONS

In the limit of massless leptons the fully di↵erential
decay rate is [10]

d�(B̄ ! D⇤l⌫̄
l

)

dw d cos ✓
v

d cos ✓
l

d�
=

⌘2EW3m
B

m2
D

⇤

4(4⇡)4

p
w2 � 1⇥

(1� 2wr + r2)G2
F

|V
cb

|2 ⇥�
(1� c

l

)2s2
v

H2
+ + (1 + c

l

)2s2
v

H2
�

+4s2
l

c2
v

H2
0 � 2s2

l

s2
v

cos 2�H+H�

�4s
l

(1� c
l

)s
v

c
v

cos�H+H0 (3)

+4s
l

(1 + c
l

)s
v

c
v

cos�H�H0} ,

where r = m
D

⇤/m
B

, c
v

⌘ cos ✓
v

, c
l

⌘ cos ✓
l

, and corre-
spondingly for sin ✓

v

and sin ✓
l

. ✓
v,l

and � are the three
angles that characterise the semileptonic decay. We also
use

w =
m2

B

+m2
D

⇤ � q2

2m
B

m
D

⇤
, (4)

where q2 is the invariant mass of the lepton pair.
The helicity amplitudes H±,0 in Eq. (3) are given in

terms of three form factors, see e.g. Eqs. (3-5) of Ref. [10].
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Type Mass (GeV) References

1� 6.329 [12]

1� 6.920 [12]

1� 7.020 [13]

1� 7.280 [14]

1+ 6.739 [12]

1+ 6.750 [13, 15]

1+ 7.145 [13, 15]

1+ 7.150 [13, 15]

TABLE I. Relevant B(⇤)
c masses. The 1� resonances are as in

Ref. [9].

In the Caprini-Lellouch-Neubert (CLN) parameteriza-
tion [11] one employs the form factor h

A1(w) and the
ratios R1,2(w). Traditionally, the experimental collabo-
rations use

h
A1(w) = h

A1(1)
⇥
1� 8⇢2z + (53⇢2 � 15)z2

�(231⇢2 � 91)z3
⇤
,

R1(w) = R1(1)� 0.12(w � 1) + 0.05(w � 1)2, (5)

R2(w) = R2(1) + 0.11(w � 1)� 0.06(w � 1)2,

where z = (
p
w + 1�

p
2)/(

p
w + 1+

p
2) and there are

four independent parameters in total. We will discuss
the ingredients of this parameterization later on. After
integration over the angular variables the w distribution
is proportional to [11]

F2(w) = h2
A1

(w)

✓
1 + 4

w

w + 1

1� 2wr + r2

(1� r)2

◆�1

⇥

2
1� 2wr + r2

(1� r)2

✓
1 +R2

1(w)
w � 1

w + 1

◆
+

✓
1 + (1�R2(w))

w � 1

1� r

◆2
#
. (6)

An alternative parameterization is due to Boyd, Grin-
stein and Lebed (BGL) [16]. In their notation the helicity
amplitudes H

i

are given by

H0(w) = F1(w)/
p

q2,

H±(w) = f(w)⌥m
B

m
D

⇤

p
w2 � 1 g(w).

The relations between the relevant form factors in the
CLN and BGL notation are

f =
p

m
B

m⇤
D

(1 + w)h
A1 , g = h

V

/
p

m
B

m⇤
D

,

F1 = (1 + w)(m
B

�m
D

⇤)
p
m

B

m
D

⇤A5 ,

and

R1(w) = (w + 1)m
B

m
D

⇤
g(w)

f(w)
,

R2(w) =
w � r

w � 1
� F1(w)

m
B

(w � 1)f(w)
.

Input Value

mB0 5.280 GeV

mD⇤+ 2.010 GeV

⌘EW 1.0066

�̃T
1�(0) 5.131 · 10�4

�T
1+(0) 3.894 · 10�4

TABLE II. Further numerical inputs (uncertainties are small
and can be neglected). The calculation of �̃T

1�(0) and �T
1+(0)

follows Refs. [9, 17].

The three BGL form factors can be written as series
in z,

f(z) =
1

P1+(z)�f

(z)

NX

n=0

af
n

zn ,

F1(z) =
1

P1+(z)�F1(z)

NX

n=0

aF1
n

zn , (7)

g(z) =
1

P1�(z)�g

(z)

NX

n=0

ag
n

zn.

In these equations the Blaschke factors P1± are given by

P1±(z) =
nY

P=1

z � z
P

1� zz
P

, (8)

where z
P

is defined as (t± = (m
B

±m
D

⇤)2)

z
P

=

p
t+ �m2

P

�
p
t+ � t�p

t+ �m2
P

+
p
t+ � t�

,

and the product is extended to all the B
c

resonances be-
low the B-D⇤ threshold (7.29GeV) with the appropriate
quantum numbers (1+ for f and F1, and 1� for g). We
use the B

c

resonances reported in Table I, but do not
include the fourth 1� resonance, which is too uncertain
and close to threshold. The B

c

resonances also enter the
1� unitarity bounds as single particle contributions. The
outer functions �

i

for i = g, f,F1, can be read from Eq.
(4.23) in Ref. [16]:

�
g

(z) =
r

n
I

3⇡�̃T

1�(0)

24r2(1 + z)2(1� z)�
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p
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r
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(1 + z)(1� z)
3
2
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p
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,
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m3
B

r
n
I

6⇡�T

1+(0)

(1 + z)(1� z)
5
2

[(1 + r)(1� z) + 2
p
r(1 + z)]5

.

Notice that at zero recoil (w = 1 or z = 0) there is a
relation between two of the form factors

F1(0) = (m
B

�m
D

⇤)f(0). (9)

2

Type Mass (GeV) References

1� 6.329 [12]

1� 6.920 [12]

1� 7.020 [13]

1� 7.280 [14]

1+ 6.739 [12]

1+ 6.750 [13, 15]

1+ 7.145 [13, 15]

1+ 7.150 [13, 15]

TABLE I. Relevant B(⇤)
c masses. The 1� resonances are as in

Ref. [9].

In the Caprini-Lellouch-Neubert (CLN) parameteriza-
tion [11] one employs the form factor h

A1(w) and the
ratios R1,2(w). Traditionally, the experimental collabo-
rations use

h
A1(w) = h

A1(1)
⇥
1� 8⇢2z + (53⇢2 � 15)z2

�(231⇢2 � 91)z3
⇤
,

R1(w) = R1(1)� 0.12(w � 1) + 0.05(w � 1)2, (5)

R2(w) = R2(1) + 0.11(w � 1)� 0.06(w � 1)2,

where z = (
p
w + 1�

p
2)/(

p
w + 1+

p
2) and there are

four independent parameters in total. We will discuss
the ingredients of this parameterization later on. After
integration over the angular variables the w distribution
is proportional to [11]

F2(w) = h2
A1

(w)

✓
1 + 4

w

w + 1

1� 2wr + r2

(1� r)2

◆�1

⇥

2
1� 2wr + r2

(1� r)2

✓
1 +R2

1(w)
w � 1

w + 1

◆
+

✓
1 + (1�R2(w))

w � 1

1� r

◆2
#
. (6)

An alternative parameterization is due to Boyd, Grin-
stein and Lebed (BGL) [16]. In their notation the helicity
amplitudes H

i

are given by

H0(w) = F1(w)/
p
q2,

H±(w) = f(w)⌥m
B

m
D

⇤

p
w2 � 1 g(w).

The relations between the relevant form factors in the
CLN and BGL notation are

f =
p

m
B

m⇤
D

(1 + w)h
A1 , g = h

V

/
p
m

B

m⇤
D

,

F1 = (1 + w)(m
B

�m
D

⇤)
p
m

B

m
D

⇤A5 ,

and

R1(w) = (w + 1)m
B

m
D

⇤
g(w)

f(w)
,

R2(w) =
w � r

w � 1
� F1(w)

m
B

(w � 1)f(w)
.

Input Value

mB0 5.280 GeV

mD⇤+ 2.010 GeV

⌘EW 1.0066

�̃T
1�(0) 5.131 · 10�4

�T
1+(0) 3.894 · 10�4

TABLE II. Further numerical inputs (uncertainties are small
and can be neglected). The calculation of �̃T

1�(0) and �T
1+(0)

follows Refs. [9, 17].

The three BGL form factors can be written as series
in z,

f(z) =
1

P1+(z)�f

(z)

NX

n=0

af
n

zn ,

F1(z) =
1

P1+(z)�F1(z)

NX

n=0

aF1
n

zn , (7)

g(z) =
1

P1�(z)�g

(z)

NX

n=0

ag
n

zn.

In these equations the Blaschke factors P1± are given by

P1±(z) =
nY

P=1

z � z
P

1� zz
P

, (8)

where z
P

is defined as (t± = (m
B

±m
D

⇤)2)

z
P

=

p
t+ �m2

P

�
p
t+ � t�p

t+ �m2
P

+
p
t+ � t�

,

and the product is extended to all the B
c

resonances be-
low the B-D⇤ threshold (7.29GeV) with the appropriate
quantum numbers (1+ for f and F1, and 1� for g). We
use the B

c

resonances reported in Table I, but do not
include the fourth 1� resonance, which is too uncertain
and close to threshold. The B

c

resonances also enter the
1� unitarity bounds as single particle contributions. The
outer functions �

i

for i = g, f,F1, can be read from Eq.
(4.23) in Ref. [16]:

�
g

(z) =
r

n
I

3⇡�̃T

1�(0)

24r2(1 + z)2(1� z)�
1
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[(1 + r)(1� z) + 2
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,
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(z) =
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2

[(1 + r)(1� z) + 2
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,

�F1(z) =
4r
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r
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I
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1+(0)

(1 + z)(1� z)
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p
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.

Notice that at zero recoil (w = 1 or z = 0) there is a
relation between two of the form factors

F1(0) = (m
B

�m
D

⇤)f(0). (9)

• Can we extend this to generic NP couplings?

Bigi et al., arXiv:1703.06124
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(a)

BGL Fit: Data + lattice Data + lattice + LCSR

�2/dof 27.9/32 31.4/35

|Vcb| 0.0417
�
+20
�21

�
0.0404

�
+16
�17

�

af
0 0.01223(18) 0.01224(18)

af
1 �0.054

�
+58
�43

�
�0.052

�
+27
�15

�

af
2 0.2

�
+7
�12

�
1.0

�
+0
�5

�

aF1
1 �0.0100

�
+61
�56

�
�0.0070

�
+54
�52

�

aF1
2 0.12 (10) 0.089

�
+96
�100

�

ag
0 0.012

�
+11
�8

�
0.0289

�
+57
�37

�

ag
1 0.7

�
+3
�4

�
0.08

�
+8
�22

�

ag
2 0.8

�
+2
�17

�
�1.0

�
+20
�0

�

(b)

CLN Fit: Data + lattice Data + lattice + LCSR

�2/dof 34.3/36 34.8/39

|Vcb| 0.0382 (15) 0.0382 (14)

⇢2D⇤ 1.17
�
+15
�16

�
1.16 (14)

R1(1) 1.391
�
+92
�88

�
1.372 (36)

R2(1) 0.913
�
+73
�80

�
0.916

�
+65
�70

�

hA1(1) 0.906 (13) 0.906 (13)

TABLE III. Fit results using the BGL (a) and CLN (b) parameterizations. In the BGL fits aF1
0 is fixed by the value of af

0 , see
Eq. (9).

The coe�cients of the expansions (7) are subject to uni-
tarity bounds based on analyticity and the Operator
Product Expansion applied to correlators of two hadronic
c̄b currents. They read [16]

NX

i=0

(ag
n

)2 < 1,
NX

i=0

⇥
(af

n

)2 + (aF1
n

)2
⇤
< 1, (10)

and ensure a rapid convergence of the z-expansion over
the whole physical region, 0 < z < 0.056. In general
we find that a truncation at N = 2 is su�cient for the
|V

cb

| determination, but we have systematically checked
the e↵ect of higher orders by repeating the analysis with
N = 3, 4.

The unitarity constraints (10) can be made stronger
by adding other hadronic channels with the same quan-
tum numbers. For instance, the form factor f+ entering
the decay B ! D`⌫ contributes to the left hand side
of the first equation in (10). Since lattice calculations
and experimental data determine f+ rather precisely [9],
one can readily verify that its contribution is negligible.
More generally, it is well-known that Heavy Quark Sym-
metry relates the various B(⇤) ! D(⇤) form factors in
a stringent way: in the heavy quark limit they are all
either proportional to the Isgur-Wise function or van-
ish. These relations can be used to make the unitarity
bounds stronger [11, 16], and to decrease the number of
relevant parameters. The CLN parameterization is built
out of these relations, improved with perturbative and
O(1/m) leading Heavy Quark E↵ective Theory (HQET)
power corrections from QCD sum rules, and of the ensu-
ing strong unitarity bounds. With respect to the original
paper [11], the experimental analyses have an additional
element of flexibility, as they fit the zero recoil value of
R1,2 directly from data, rather than fixing them at their
HQET values R1(1) = 1.27, R2(1) = 0.80. It should also
be recalled that the authors of Ref. [11] estimated the ac-
curacy of the parameterization for h

A1(w) in Eq. (5) to

be better than 2%. This uncertainty, completely negligi-
ble at the time, is now quite relevant as can be seen in
Eqs. (1,2) but has never been included in the experimen-
tal analyses. Similarly, the slope and curvature of R1,2 in
Eq. (5) originate from a calculation which is subject to
O(⇤2/m2

c

) corrections and to uncertainties in the QCD
sum rules on which it is based1.
The CLN and BGL parameterizations both satisfy the

unitarity bounds. They di↵er mostly in the CLN re-
liance on next-to-leading order HQET relations between
the form factors. In the following we are going to ver-
ify how important this underlying assumption is for the
extraction of V

cb

, remaining mainly agnostic on the valid-
ity of the HQET relations, a matter which ultimately will
be decided by lattice QCD calculations2. Our strategy in
the following will be to perform minimum �2 fits to the
experimental data using the CLN or BGL parameteriza-
tions; in the latter case we will look for �2 minima which
respect the constraints (10) and evaluate 1� uncertainties
looking for ��2 = 1 deviations.

III. FITS AND RESULTS

In our �2 fits we use the unfolded di↵erential decay
rates measured in Ref. [10]. The Belle Collaboration pro-
vides the w, cos ✓

v

, cos ✓
l

, and � distributions, measured
in 10 bins each, for a total of 40 observables, and the
correlation matrix among the 40 bins. In addition, like
Ref. [10], we use the value of the form factor h

A1 calcu-

1 These points are also emphasized in [18], which appeared as we
were about to send this paper.

2 As noted in [9], recent lattice calculation in some case di↵er from
the HQET ratios of form factors at the level of 10%.
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Comparison of approaches @ Y(4S)

• Only Br compared. 
Untagged measurement predates tracking 
update in Belle: Δεtrack reduced by 3. 

• Errors on tracking, PID, π0 efficiencies are 
data driven.
• Slow pion Tracking in Belle II ~2x 

efficiency < 100 MeV

• Br needs better measure of NBB, f+0 — 
limited by precision of integrated luminosity 
measurement.

• Tag calibration error can be improved by 
choosing cleaner tags in larger data sets.

• Most errors cancel in LFUV measurement.
• Belle tagged: stat±5%, sys±1%
• Belle untagged (est. - reanalysis in 

progress):  stat±1%, sys±1%
• Belle II total ±<< 1%.

31

Tag Method untagged tagged
Br [10-2] 4.58 4.95
Errors % %
Track 4.50 1.6

Slow track 1.29 0.1
eID 2.18 0.2 (in tag)
µID 0.1 (in tag)

fake leptons 0.07 <0.1
B→D**lν, FF 0.24 <0.1
B→D**lν, Bfs 0.57 0.2

D(*) Bfs 1.48 0.5
PDFs 0.22 0.9

Tag calibration 0.00 3.6
NBB 1.38 1.4
f+0 1.35 1.1
τB 0.59 0

π0 efficiency 0.00 0.5
Total 5.8 4.5
Stat 0.7 2.2
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B → D l ν

• Best done with B tagging. 
Tag calibration with B → X l ν

• First model independent 
analysis of  b → c l ν 

32
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FIG. 1. (Color online) Fit to the missing mass squared distribution in three bins of w for the B+ ! D̄0e+⌫e sub-sample. Points
with error bars are the data. Histograms are (from top to bottom) the B ! D`⌫` signal (green), the B ! D⇤`⌫` cross-feed
background (red), and other backgrounds (blue). The p-values of the fits are (from left to right) 0.55, 0.21, and 0.10.
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FIG. 2. Same as Fig. 1 for the B+ ! D̄0µ+⌫µ sub-sample. The p-values of the fits are (from left to right) 0.71, 0.38, and 0.42.
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FIG. 3. Same as Fig. 1 for the B0 ! D�e+⌫e sub-sample. The p-values of the fits are (from left to right) 0.30, 0.10, and 0.96.
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FIG. 4. Same as Fig. 1 for the B0 ! D�µ+⌫µ sub-sample. The p-values of the fits are (from left to right) 0.92, 0.39, and 1.00.
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FIG. 6. Result of the fit assuming the CLN form-factor parameterization (Eq. (13)). The error ellipses (��2 = 1) of
⌘
EW

G(1)|Vcb| and ⇢2 are shown for the fit to the B+ ! D̄0e+⌫e, B+ ! D̄0µ+⌫µ, B0 ! D�e+⌫e, and B0 ! D�µ+⌫µ
sub-samples, and to the combined sample.

points, we transform the coe�cients into the form-factor values of f+ and f0 at w = 1, 1.08 and 1.16:

0

BBBBBBB@

f0(1)

f0(1.08)

f0(1.16)

f+(1)

f+(1.08)

f+(1.16)

1

CCCCCCCA

= M

0

BBBBBBBB@

a

(0)
0

a

(0)
1

a

(0)
2

a

(+)
0

a

(+)
1

a

(+)
2

1

CCCCCCCCA

, (24)

where M is a block-diagonal 6⇥ 6 matrix. Denoting the covariance matrix of the HPQCD a-parameters by Cov(a),
the error matrix of the form-factor values becomes M Cov(a) MT . The HPQCD results in terms of the f+ and f0

form factors at w = 1, 1.08 and 1.16, together with their correlation coe�cients, are given in Table VI.
Table VII shows the result of the BGL fit to experimental and LQCD data (FNAL/MILC and HPQCD) for di↵erent

truncation orders of the series (N = 2, 3, 4). To implement the unitarity bound (Eq. (12)), we constrain the cubic
and quartic coe�cients in Eq. (8) to 0± 1 in the fits with N = 3 and N = 4 by adding measurement points of a+,i�3

and a0,i�3 to the �

2. This follows the method in Ref. [15] and results in a constant number of degrees of freedom.
For N � 3, the fit stabilizes and we get a reasonable goodness of fit. We thus choose this truncation order as our
preferred fit. The fit result in terms of ��/�w and f+,0 is shown for N = 3 in Figs. 7 and 8, respectively. Our
baseline result for ⌘EW|Vcb| for the combined fit to experimental and lattice QCD data is thus (41.10± 1.14)⇥ 10�3.
This is slightly more precise than the fit result using the CLN form-factor parameterization (2.8% vs. 3.3%) due
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FIG. 1. (Color online) Fit to the missing mass squared distribution in three bins of w for the B+ ! D̄0e+⌫e sub-sample. Points
with error bars are the data. Histograms are (from top to bottom) the B ! D`⌫` signal (green), the B ! D⇤`⌫` cross-feed
background (red), and other backgrounds (blue). The p-values of the fits are (from left to right) 0.55, 0.21, and 0.10.
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FIG. 2. Same as Fig. 1 for the B+ ! D̄0µ+⌫µ sub-sample. The p-values of the fits are (from left to right) 0.71, 0.38, and 0.42.
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FIG. 3. Same as Fig. 1 for the B0 ! D�e+⌫e sub-sample. The p-values of the fits are (from left to right) 0.30, 0.10, and 0.96.
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FIG. 4. Same as Fig. 1 for the B0 ! D�µ+⌫µ sub-sample. The p-values of the fits are (from left to right) 0.92, 0.39, and 1.00.

B→ D e ν 
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TABLE VI. Lattice QCD results obtained by the HPQCD collaboration [32], expressed in terms of f
+

and f
0

form-factor values
at w = 1, 1.08 and 1.16.

Correlation coe�cients

Central value f
+

(1) f
+

(1.08) f
+

(1.16) f
0

(1) f
0

(1.08) f
0

(1.16)

f
+

(1) 1.178± 0.046 1.000 0.989 0.954 0.507 0.518 0.525

f
+

(1.08) 1.082± 0.041 1.000 0.988 0.582 0.600 0.615

f
+

(1.16) 0.996± 0.037 1.000 0.650 0.676 0.698

f
0

(1) 0.902± 0.041 1.000 0.995 0.980

f
0

(1.08) 0.860± 0.038 1.000 0.995

f
0

(1.16) 0.821± 0.036 1.000

to the additional input from LQCD. The additional lattice points are also the dominant cause of di↵erences in the
resulting values. We have verified the stability of this ⌘EW|Vcb| value by repeating the fit with di↵erent sets of lattice
QCD data (Table VIII) and the di↵erences between the results are well below one standard deviation.

TABLE VII. Result of the combined fit to experimental and lattice QCD (FNAL/MILC and HPQCD) data for di↵erent
truncation orders of the BGL series (Eq. (8)). Note that the value of a

0,0 is not determined from the fit but rather inferred
using the kinematic constraint (Eq. (7)).

N = 2 N = 3 N = 4

a
+,0 0.0127 ± 0.0001 0.0126 ± 0.0001 0.0126 ± 0.0001

a
+,1 -0.091 ± 0.002 -0.094 ± 0.003 -0.094 ± 0.003

a
+,2 0.34 ± 0.03 0.34 ± 0.04 0.34 ± 0.04

a
+,3 – -0.1 ± 0.6 -0.1 ± 0.6

a
+,4 – – 0.0 ± 1.0

a
0,0 0.0115 ± 0.0001 0.0115 ± 0.0001 0.0115 ± 0.0001

a
0,1 -0.058 ± 0.002 -0.057 ± 0.002 -0.057 ± 0.002

a
0,2 0.22 ± 0.02 0.12 ± 0.04 0.12 ± 0.04

a
0,3 – 0.4 ± 0.7 0.4 ± 0.7

a
0,4 – – 0.0 ± 1.0

⌘
EW

|Vcb| 40.01 ± 1.08 41.10 ± 1.14 41.10 ± 1.14

�2/n
df

24.7/16 11.4/16 11.3/16

Prob. 0.075 0.787 0.787

TABLE VIII. Result of the combined fit to experimental data and di↵erent sets of lattice QCD data. The BGL series (Eq. (8))
is truncated after the cubic term.

Lattice data ⌘
EW

|Vcb|[10�3] �2/n
df

Prob.

FNAL/MILC [15] 40.96± 1.23 6.01/10 0.81

HPQCD [32] 41.14± 1.88 4.83/10 0.90

FNAL/MILC & HPQCD [15, 32] 41.10± 1.14 11.35/16 0.79

V. SUMMARY

We study the decay B ! D`⌫` in 711 fb�1 of Belle ⌥(4S) data and reconstruct about 5200 B

0 ! D

�
`

+
⌫` and

11,800 B

+ ! D̄

0
`

+
⌫` decays. We determine the di↵erential width ��/�w of the decay as a function of the recoil

variable w = VB · VD.
The branching fractions of the decays B

+ ! D̄

0
e

+
⌫e, B

+ ! D̄

0
µ

+
⌫µ, B

0 ! D

�
e

+
⌫e, and B

0 ! D

�
µ

+
⌫µ

are obtained. The isospin-averaged branching fraction B(B0 ! D

�
`

+
⌫`) is determined to be (2.31 ± 0.03(stat) ±

0.11(syst))%.
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B → D l ν

• Tag correction dominates - use cleaner modes 
at Belle II. 

• Ratio not explicitly measured in Belle. Errors 
should cancel. 
Rµe stat±6%, sys±1% (estimated).

• In Belle II 
Rµe stat±<1%, sys±<1%. = total±1%

33

Tag Method tagged
Br [10-2] 2.31
Errors %
Track 1.6

B→D**lν, FF 0.7
B→D**lν, Bfs 0.8

D(*) Bfs 1.8
PDFs 0.5

particle ID 1.0
Tag calibration 3.3

Luminosity 1.4
τB 0.2

π0 efficiency 0.6
Total 4.6
Stat 1.3

9

TABLE II. The values of ��i/�w obtained in di↵erent bins of w after combination of the B+ ! D̄0e+⌫e, B
+ ! D̄0µ+⌫µ,

B0 ! D�e+⌫e, and B0 ! D�µ+⌫µ sub-samples. The columns are (from left to right) the bin number, the lower and the
upper edge of the ith bin, the value of ��i/�w in this bin with the statistical and systematic uncertainties, and the correlation
matrix of the systematic error. The value of w

max

= 1.59055 is the average of the values for charged and neutral B mesons.

⇢ij,syst
i wi,min

wi,max

��i/�w[10�15GeV] 0 1 2 3 4 5 6 7 8 9

0 1.00 1.06 0.68± 0.21± 0.05 1.000 0.682 0.677 0.663 0.654 0.656 0.664 0.648 0.608 0.560

1 1.06 1.12 3.88± 0.38± 0.18 1.000 0.976 0.974 0.969 0.972 0.972 0.961 0.933 0.900

2 1.12 1.18 7.59± 0.50± 0.35 1.000 0.991 0.987 0.990 0.989 0.980 0.959 0.929

3 1.18 1.24 11.42± 0.58± 0.54 1.000 0.993 0.993 0.990 0.980 0.961 0.934

4 1.24 1.30 14.59± 0.64± 0.69 1.000 0.996 0.992 0.985 0.972 0.952

5 1.30 1.36 19.49± 0.69± 0.91 1.000 0.996 0.991 0.979 0.956

6 1.36 1.42 23.66± 0.76± 1.10 1.000 0.995 0.981 0.952

7 1.42 1.48 27.56± 0.79± 1.27 1.000 0.992 0.968

8 1.48 1.54 29.52± 0.80± 1.34 1.000 0.985

9 1.54 w
max

33.37± 0.86± 1.50 1.000

TABLE III. Branching fractions of the decays B+ ! D̄0e+⌫e, B
+ ! D̄0µ+⌫µ, B

0 ! D�e+⌫e, and B0 ! D�µ+⌫µ. The
branching fractions of B+ ! D̄0`+⌫` (B0 ! D�`+⌫`) are the weighted averages of the B+ ! D̄0e+⌫e and B+ ! D̄0µ+⌫µ
(B0 ! D�e+⌫e and B0 ! D�µ+⌫µ) branching fraction results. The last row of the table corresponds to the branching fraction
of all four sub-samples combined, expressed in terms of the neutral mode B0 ! D�`+⌫` assuming the lifetime ⌧B0

= 1.519 [9].
The first error on the yields and on the branching fractions is statistical. The second uncertainty is systematic.

Sample Signal yield B [%]

B0 ! D�e+⌫e 2848± 72± 17 2.44± 0.06± 0.12

B0 ! D�µ+⌫µ 2302± 63± 13 2.39± 0.06± 0.11

B+ ! D̄0e+⌫e 6456± 126± 66 2.57± 0.05± 0.13

B+ ! D̄0µ+⌫µ 5386± 110± 51 2.58± 0.05± 0.13

B0 ! D�`+⌫` 5150± 95± 29 2.39± 0.04± 0.11

B+ ! D̄0`+⌫` 11843± 167± 120 2.54± 0.04± 0.13

B ! D`⌫` 16992± 192± 142 2.31± 0.03± 0.11

B. Systematic uncertainties

We use a toy MC approach to estimate systematic uncertainties of the values of ��i/�w and their correlations. For
a given systematic error component, we vary one or several parameters in the MC simulation according to a Gaussian
distribution with a width corresponding to the systematic uncertainty under study. This altered MC sample is then
used to repeat the entire analysis procedure, resulting in an updated value of ��i/�w. Repeating this procedure
1000 times, we obtain a distribution of ��i/�w values corresponding to this specific systematic error component.
The distribution is fitted with a Gaussian function and the width �i of the Gaussian function is taken as the estimate
of the contribution of this error component to the total systematic uncertainty. The corresponding correlation ⇢i,j

between ��i/�w and ��j/�w is calculated as

⇢i,j =
h(��i

�w � h��i
�w i)(��j

�w � h��j

�w i)i
q

h(��i
�w � h��i

�w i)2i
q
h(��j

�w � h��j

�w i)2i
, (18)

where the average indicated by the brackets is taken over the toy MC sample. To reduce the e↵ect of outliers,
toy MC events where one value of ��i/�w lies outside of the interval ±3�i are removed. The elements of the
covariance matrix are then calculated as ⇢i,j�i�j . The full systematic error matrix is obtained by adding the covariance
matrices corresponding to the individual error components linearly. This is equivalent to the quadratic addition of the
systematic error components of ��i/�w. The individual systematic error components are described in the following.

Tag correction: This error component is estimated in two steps: we apply all the corrections to the MC mentioned
in Sect. II A and vary these within their respective uncertainties. This results in systematic uncertainties in the
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B → X τ ν 

• Very challenging. Relies on 
modelling of m2miss and B → 
X l ν kinematics.

• Dubious errors quoted by 
ALEPH  
(no error on B →D ** l ν!)

• Work in progress…
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Conclusions

● Dropping second lepton requirement:

● much more statistics!

● reduced total uncertainty

● floating B→D**lν further 

decrease systematics!

● More studies soon (e.g. Data/MC 
comparison)

● Best single measurement!

● For the future: combine single and 
dilep modes?

● Included in BN1319, upload after the 
talk.  9/10
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Summary

• B → D* τ ν @ 2%

• B → D τ ν  @ 3%

• B → D* l ν LFUV << 1%

• B → D l ν LFUV @ 1%

• B → D** l ν : never done comprehensively at B-factories. A 
long way to go to eliminate this as bias on B → D(*) τ ν. 

• B→ D** τ ν Florian will discuss this tomorrow
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