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EW penguin decays 

b →  sll decays can theoretically be described by effective hamiltonian: 

FCNC as b →  sll transitions in the SM only possible via loop and box diagrams 
→  highly suppressed / new particles can enter the loop and modify observables  
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⌅ b ! s(d)`+`� decays are flavour changing neutral currents (FCNC)

⌅ Forbidden at tree-level in Standard Model (SM) ! loop-suppressed

⌅ New Physics amplitudes can modify B and angular distributions
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Description of FCNC processes in e↵ective field theory

⌅ E↵ective Hamiltonian for b ! s FCNC transition
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⌅ Wilson coe�cients Ci encode short-distance physics
and possible NP e↵ects

⌅ Oi local operators with di↵erent Lorentz structure
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i helicity flipped operators, ms/mb suppressed
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SM NP 
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? 
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left-handed part right-handed part 
suppressed in SM 

Ø  Operators Oi depend on hadronic form factors (FF) of the decay  
    ( FF usually dominate theoretical uncertainties ) 
 
Ø  Wilson coefficients Ci describe short distance effects − sensitive to NP contributions   
     →  observables like branching fraction, CP asymmetries, angular distributions depend on Ci  

i=1,2     Tree 
i=3-6,8  Gluon penguin 
i=7        Photon penguin 
i=9,10   Electroweak penguin 
i=S, P    Scalar / Pseudoscalar penguin  
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The theoretical 𝑞 spectrum

• Photon pole (for vectors) at ~ 0

• Region of C7 and C9 interference

• Large charmonium resonances

• Interferences between C9 and the 
charmonium states

• Then region dominated by C9 and 
C10 with smaller interference from 
higher cc states

• To extract lepton-non universality, 
consider (1 < 𝑞 < 6 𝐺𝑒𝑉 ) and 
(15 < 𝑞 < 20 𝐺𝑒𝑉 ) 

21/01/2015 Alex Shires, LHCb Analysis & Software Week, Jan '15 4

EW penguin decays 

Wilson coefficients enter many processes: 
 
Ø  B →  Xs γ :     C7 

Ø  B →  (Xs, K*) ll:  C7, C9, C10 

Ø  B → µµ :     C10, CS, CP 

C. Linn (CERN) | EW penguin decays 

I will show today: 
 
Ø  Combined measurement of Bs/d → µµ ( CMS + LHCb ) 
 
Ø  Branching fractions of b → s µµ  / Test of lepton universality in b→ s ll decays 
 
Ø  Angular analysis of B → K* µµ and B → K* ee 
 
Ø  Branching fraction and angular analysis of Bs → ϕ µµ  - NEW 

FPCP 2015, Nagoya 2 



B0
s ! µ+µ� and B0 ! µ+µ�

B0 and B0
s ! µ+µ� are loop, CKM and

helicity suppressed in the SM.

Sensitive probe of models with reduced
helicity suppression
e.g. models with extended Higgs sectors
(e.g. MSSM, 2HDM, . . . )

Predicted precisely in the SM:

B(B0
s ! µ+µ�) = (3.65 ± 0.23) ⇥ 10�9

[Bobeth et al. PRL 112 101801 (2014)]

B0 ! µ+µ� decay suppressed by further
factor of |Vtd/Vts |2. An important test of the
MFV hypothesis.

Motivation: Search for New Physics
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• Decays highly suppressed in Standard Model (Buras 2010)

� effective FCNC, helicity suppression

� SM expectation:

B(B0

s � µ+µ�
) = (3.2 ± 0.2) � 10

�9

B(B0 � µ+µ�
) = (1.0 ± 0.1) � 10

�10

� Cabibbo-enhancement (|Vts| > |Vtd|)
of B0

s ! µ+µ� over B0 ! µ+µ�

only in MFV models

• Sensitivity to new physics
� 2HDM: B � (tan �)

4, mH+; MSSM: B � (tan �)

6

� sensitivity to extended Higgs boson sectors

� Constraints on parameter regions

• B0

s ! µ+µ� (and B0 ! µ+µ�) considered as golden channel(s)
� high sensitivity to new physics

� (very) small theoretical uncertainties

� comparable in sensitivity to µ ! e�, B ! X⌫⌫̄

Urs Langenegger Search for B0

s � µ+µ� and B0 � µ+µ� in CMS (2012/02/28) 2
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Bobeth et al. PRL 112 101801 (2014)
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B →  µ+ µ- from LHCb and CMS 
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Figure 2: Invariant mass distribution of the selected B0
(s) !

µ+µ� candidates (black dots) with BDT > 0.7. The result
of the fit is overlaid (blue solid line) and the di↵erent
components detailed: B0

s

! µ+µ� (red long dashed line),
B0 ! µ+µ� (green medium dashed line), combinatorial
background (blue medium dashed line), B0

(s) ! h+h0�

(magenta dotted line), B0(+) ! ⇡0(+)µ+µ� (light blue dot-
dashed line), B0 ! ⇡�µ+⌫

µ

and B0
s

! K�µ+⌫
µ

(black
dot-dashed line).

with a significance of 4.0 standard deviations (�), while
the significance of the B0 ! µ+µ� signal is 2.0�.
These significances are determined from the change
in likelihood from fits with and without the signal
component. The median significance expected for a
SM B0

s ! µ+µ� signal is 5.0�.
The simultaneous unbinned maximum-likelihood fit

results in

B(B0

s ! µ+µ�)= (2.9+1.1
�1.0(stat)

+0.3
�0.1(syst))⇥ 10�9 ,

B(B0 ! µ+µ�)= (3.7+2.4
�2.1(stat)

+0.6
�0.4(syst))⇥ 10�10 .

The statistical uncertainty is derived by repeating
the fit after fixing all the fit parameters, except the
B0

s ! µ+µ� and B0 ! µ+µ� branching fractions
and the slope and normalisation of the combinatorial
background, to their expected values. The systematic
uncertainty is obtained by subtracting in quadrature
the statistical uncertainty from the total uncertainty
obtained from the likelihood with all nuisance param-
eters allowed to vary according to their uncertainties.
Additional systematic uncertainties reflect the impact
on the result of changes in the parametrisation of the
background by including the ⇤0

b ! pµ�⌫̄µ component
and by varying the mass shapes of backgrounds from
b-hadron decays, and are added in quadrature. The

correlation between the branching fractions parame-
ters of both decay modes is +3.3%. The values of the
B0

(s) ! µ+µ� branching fractions obtained from the fit
are in agreement with the SM expectations. The invari-
ant mass distribution of the B0

(s) ! µ+µ� candidates
with BDT > 0.7 is shown in Fig. 2.

As no significant excess of B0 ! µ+µ� events
is found, a modified frequentist approach, the CL

s

method [38] is used, to set an upper limit on the
branching fraction. The method provides CL

s+b

, a
measure of the compatibility of the observed distribu-
tion with the signal plus background hypothesis, CL

b

,
a measure of the compatibility with the background-
only hypothesis, and CL

s

= CL
s+b

/CL
b

. A search
region is defined around the B0 invariant mass as
mB0 ± 60MeV/c2. For each BDT bin the invariant
mass signal region is divided into nine bins with bound-
aries mB0 ± 18, 30, 36, 48, 60MeV/c2, leading to a total
of 72 search bins.
An exponential function is fitted, in each BDT bin,

to the invariant mass sidebands. Even though they
do not contribute to the signal search window, the
b-hadron backgrounds are added as components in the
fit to account for their e↵ect on the combinatorial back-
ground estimate. The uncertainty on the expected
number of combinatorial background events per bin
is determined by applying a Poissonian fluctuation to
the number of events observed in the sidebands and by
varying the exponential slopes according to their uncer-
tainties. In each bin, the expectations for B0

s ! µ+µ�

decays assuming the SM branching fraction and for
B0

(s) ! h+h0� background are accounted for. For each
branching fraction hypothesis, the expected number
of signal events is estimated from the normalisation
factor. Signal events are distributed in bins according
to the invariant mass and BDT calibrations.
In each bin, the expected numbers of signal and

background events are computed and compared to
the number of observed candidates using CL

s

. The
expected and observed upper limits for the B0 ! µ+µ�

Table 2: Expected limits for the background only (bkg)
and background plus SM signal (bkg+SM) hypotheses, and
observed limits on the B0 ! µ+µ� branching fraction.

90% CL 95% CL

Exp. bkg 3.5⇥ 10�10 4.4⇥ 10�10

Exp. bkg+SM 4.5⇥ 10�10 5.4⇥ 10�10

Observed 6.3⇥ 10�10 7.4⇥ 10�10
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Figure 2: Left, scan of the ratio of the joint likelihood for B(B0
s ! µ+µ�) and B(B0 ! µ+µ�).

As insets, the likelihood ratio scan for each of the branching fractions when the other is pro-
filed together with other nuisance parameters; the significance at which the background-only
hypothesis is rejected is also shown. Right, observed and expected CLS for B0 ! µ+µ� as a
function of the assumed branching fraction.
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Figure 3: Plots illustrating the combination of all categories used in the categorized-BDT
method (left) and the 1D-BDT method (right). For these plots, the individual categories are
weighted with S/(S + B), where S (B) is the signal (background) determined at the B0

s peak
position. The overall normalization is set such that the fitted B0

s signal corresponds to the total
yield of the individual contributions. These distributions are for illustrative purposes only and
were not used in obtaining the final results.

rare B → µµ decays are loop, CKM and helicity suppressed in SM  
→ golden channel for C10 and pseudo-scalar operators  
     ( probes models like e.g. 2HDM, MSSM, … ) 
 
Precise theoretical predictions:  
 

         Bobeth et al, PRL 112 (2014) 101801  

 
Measured by both LHCb and CMS with full Run 1 dataset:  

 PRL 111 (2013) 101805 
 PRL 111 (2013) 101804 

Name Autor | Ort und Datum

Motivation – Why BÆµµ in the first place

Maximilian Schlupp, BÆµµ @ the LHC, Kruger 2014 63rd December 2014

• Time integrated branching fraction predictions

• Ratio of branching fractions powerful to discriminate between NP models 
(Minimal Flavour Violation) & precisely predicted within the SM

Bobeth et al., PRL 112(2014) 101801*

arXiv:1403.4427 [hep-ex]

*updated with latest top quark mass 
measurement (Tevatron & LHC)
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B →  µ+ µ- combination 
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Figure 3 | Likelihood contours in the B(B0 ! µ+µ�) versus B(B0
s ! µ+µ�) plane.

The (black) cross on panel (a) marks the best-fit central value. The SM expectation and its un-
certainty is shown as the (red) marker. Each contour encloses a region approximately correspond-
ing to the reported confidence level. Variations of the test statistic �2�lnL for B(B0

s

! µ+µ�)
and B(B0 ! µ+µ�) are shown on panels (b) and (c), respectively. The dark and light (cyan)
areas define the ±1� and ±2� confidence intervals for the branching fraction, respectively. The
SM prediction and its uncertainty for each branching fraction is denoted with the vertical (red)
band.

the two branching fractions.
The combined fit result is shown for all 20 categories in Extended Data Fig. 1. To

represent the result of the fit in a single dimuon invariant mass spectrum, the mass
distributions of all categories, weighted according to values of S/(S + B), where S is the
expected number of B0

s

signal and B is the number of background events under the B0

s

peak
in that category, are added together and shown in Fig. 2. The result of the simultaneous
fit is overlaid. An alternative representation of the fit to the dimuon invariant mass
distribution for the six categories with the highest S/(S + B) value for CMS and LHCb,
as well as displays of events with high probability to be genuine signal decays, are shown
in the Extended Data Figs. 2–4.

The combined fit leads to the measurements

B(B0

s

! µ+µ�) =
�
2.8 +0.7

�0.6

�
⇥ 10�9 and

B(B0 ! µ+µ�) =
�
3.9 +1.6

�1.4

�
⇥ 10�10,

where the uncertainties include both statistical and systematic sources, the latter con-
tributing 35% and 18% of the total uncertainty for the B0

s

and B0 signals, respectively.
Using Wilks’ theorem28, the statistical significance in unit of standard deviations, �, is
computed to be 6.2 for the B0

s

! µ+µ� decay mode and 3.2 for the B0 ! µ+µ� mode.
For each signal the null hypothesis that is used to compute the significance includes all
background components predicted by the SM as well as the other signal, whose branching

7

Simultaneous analysis of the LHCb and CMS datasets, with shared signal parameters and 
nuisance parameters: 

Ø  First observation of Bs →  µµ decay ( 6.2 σ significance ),  
Ø  First evidence of B0 →  µµ  decay ( 3.0 σ significance)  

hep-ex/1411.4413  
doi:10.1038/nature14474 
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B →  µ+ µ- combination 
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Ratio of branching fractions is probe of 
MFV hypothesis:  
 
 
 
→ measured for the first time 
 
→ compatible with the SM prediction 
     at the 2.3σ level 

R =
B(B0→µµ)
B(B0

s
→µµ) = 0.14

+0.08
−0.06
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FIG. 1. Observables for the decays B0 ! K⇤0µ+µ� (upper two rows) and B0
s ! �µ+µ� (bottom row; untagged averages

over the B̄0
s and B0

s distributions). The solid curves show our theoretical results in the Standard Model; the shaded areas give
the corresponding total uncertainties (with and without binning). The dashed curves correspond to the new-physics fit result
C9 = CSM

9 � 1.0, C0
9 = 1.2 (the uncertainties of the dashed curves are not shown for clarity). We also show our averages of

results from the CDF, LHCb, CMS, and ATLAS experiments [14, 51–53, 55] (note that S(LHCb)
4 = �S4 and P 0(LHCb)

4 = �P 0
4).

dashed curves in Fig. 1 show the observables evaluated at
the best-fit values. To investigate how much the uncer-
tainties in Eq. (14) are influenced by the theoretical and
experimental uncertainties, we performed new fits where
we artificially eliminated or reduced di↵erent sources of
uncertainty. In particular, setting all form factor un-
certainties to zero results in CNP

9 = �0.9 ± 0.4, C 0
9 =

0.7±0.5, and raises the statistical significance for nonzero
(CNP

9 , C 0
9) from 2� to 3�. Reducing instead the exper-

imental uncertainties can have a more dramatic e↵ect,
because some of the angular observables already have
very small theory uncertainties compared to the current
experimental uncertainties.

Our result (14) is in remarkable agreement with the
result (8) of the fit performed in Ref. [16], which did
not include the B0

s

! � µ+µ� data. Equation (14) is
also consistent with the value CNP

9 ⇠ �1.5 obtained in
Ref. [15], and with the very recent Bayesian analysis of
Ref. [22]. As expected [16, 18], the new-physics scenario
(14) does not remove the tension seen in bin 1 for S4/P 0

4.
Nevertheless, the fit (14) significantly improves the over-
all agreement with the data, reducing the total �2 by 5.7
and giving �2/d.o.f. = 0.96. We also performed a fit of
the experimental data for all observables in bin 2 only,
which gives

CNP
9 = �0.9 ± 0.7, C 0

9 = 0.4 ± 0.7 (bin 2 only). (15)
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dashed curves in Fig. 1 show the observables evaluated at
the best-fit values. To investigate how much the uncer-
tainties in Eq. (14) are influenced by the theoretical and
experimental uncertainties, we performed new fits where
we artificially eliminated or reduced di↵erent sources of
uncertainty. In particular, setting all form factor un-
certainties to zero results in CNP

9 = �0.9 ± 0.4, C 0
9 =

0.7±0.5, and raises the statistical significance for nonzero
(CNP

9 , C 0
9) from 2� to 3�. Reducing instead the exper-

imental uncertainties can have a more dramatic e↵ect,
because some of the angular observables already have
very small theory uncertainties compared to the current
experimental uncertainties.

Our result (14) is in remarkable agreement with the
result (8) of the fit performed in Ref. [16], which did
not include the B0

s

! � µ+µ� data. Equation (14) is
also consistent with the value CNP

9 ⇠ �1.5 obtained in
Ref. [15], and with the very recent Bayesian analysis of
Ref. [22]. As expected [16, 18], the new-physics scenario
(14) does not remove the tension seen in bin 1 for S4/P 0

4.
Nevertheless, the fit (14) significantly improves the over-
all agreement with the data, reducing the total �2 by 5.7
and giving �2/d.o.f. = 0.96. We also performed a fit of
the experimental data for all observables in bin 2 only,
which gives

CNP
9 = �0.9 ± 0.7, C 0

9 = 0.4 ± 0.7 (bin 2 only). (15)

Branching fraction measurement for B0 → K0 µµ, B+ → K+ µµ and B+ →  K*+ µµ: 
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b →  s µµ branching fractions 
JHEP 06 (2014) 133 

→ branching fractions tend to lie below SM predictions 

FPCP 2015, Nagoya 6 

Horgan et al., PRL 112, 212003 Average of the B0 → K*µµ and Bs → ϕ µµ decay in the high-q2 range: 

LHCb: JHEP 06 (2014) 133, JHEP 08 (2013)131, JHEP 07 (2013) 084 
CDF: Public note 10894,  CMS: Phys. Lett. B 727 (2013) 77  ATLAS: ATLAS-CONF-2013-038 

Averages from  
LHCb, CDF 

Averages from  
LHCb, CDF,  
CMS, ATLAS 

SM 

C9 = C9
SM – 1.5 

→  branching fractions tend to lie below SM predictions at high q2  

LHCb: JHEP 06 (2014) 133, JHEP 
08 (2013)131, JHEP 07 (2013) 084 
CDF: Public note 10894,   
CMS: Phys. Lett. B 727 (2013) 77  
ATLAS: ATLAS-CONF-2013-038 

( see also:  Altmannshofer et al., arxiv:1411.3161 ) 

SM predictions: JHEP 07 (2011) 067; JHEP 01 (2012) 107; \Phys. Rev. Lett. 111 (2013) 162002  



Test of lepton universality  

Ratio of branching fractions of  
B+ →  K+ µµ and B+ →  K+ ee: 
 
Ø  Lepton universality in SM →  RK predicted to be 1 in SM within O(10-3) 

    JHEP 12 (2007) 040, Phys. Rev. Lett. 111 (2013) 162002 
 
Ø  Measurements from Babar ( Phys. Rev. D86 (2012) 032012 ),  
     Belle ( Phys. Rev. Lett. 103 (2009) 171801 ) and  LHCb ( Phys. Rev. Lett. 113 (2014) 151601 ) 
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LHCb measurement uses full 3fb-1 dataset in 1 < q2 < 6 GeV2/c4 : 
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Phys. Rev. Lett. 113 (2014) 151601  
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Test of lepton universality  

RK = 0.745+0.090
−0.074(stat)± 0.036(syst)

→  most precise to date,  compatible  with SM within 2.6σ 
 
→ BR ( B+ →  K+ ee ) in agreement with SM 
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Ø  B+ →  K+ ee mass shape affected by bremsstrahlung, transverse momentum of electron and occupancy  
     →  sample divided in trigger categories / B+ →  J/Ψ K+ to investigate shape dependence 
Ø  Signal yield corrected for bin migration due to bremsstrahlung  

triggered by signal electron 

C. Linn (CERN) | EW penguin decays 

B+ →  K+ ee  
B+ →  K+ µµ  

Consistent with branching fractions if possible NP 
only contributes to b → s µµ and not to b → s ee    
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Altmannshofer, Straub, arXiv:1503.06199v2 

Phys. Rev. Lett. 113 (2014) 151601  
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The decay B0 ! K⇤0[! K+⇡�]µ+µ�
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Figure 1. Kinematic variables of

B̄0

d ! K̄⇤0(! K�⇡+) + ¯̀̀ decays:

i) the (¯̀̀ )-invariant mass squared q2,

ii) the angle ✓` between ` = `� and B̄

in the (¯̀̀ ) center of mass (c.m.), iii)

the angle ✓K⇤ between K� and B̄ in

the (K�⇡+) c.m. and iv) the angle �

between the two decay planes spanned

by the 3-momenta of the (K⇡)- and

(¯̀̀ )-systems, respectively.

V is assumed to be on-shell in the narrow-resonance approximation which restricts the number

of kinematic variables to four4. Using B̄0

d ! K̄⇤0(! K�⇡+) + ¯̀̀ for illustration, they might be

chosen as depicted in figure 1.

The di↵erential decay rate, after summing over lepton spins, factorises into
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that is, into q2-dependent observables5 J j
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2) and the dependence on the angles ✓`, ✓K⇤ and

�. No additional angular dependencies can be induced by any extension of the SM operator

basis [11] as found by [12, 13]. The following simplifications arise in the limit m` ! 0: Js
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The di↵erential decay rate d4�̄ of the CP-conjugated decay B0
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obtained through the following replacements
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due to ` $ ¯̀) ✓` ! ✓` � ⇡ and � ! ��. The CP-violating (weak) phases �W are conjugated.

The angular distribution provides twice as many observables (J j
i and J̄ j

i ) when the decay

and its CP-conjugate decay are measured separately. This doubles again if the ` = e and µ

lepton flavours are not averaged. Notably, CP-asymmetries can be measured in an untagged

sample of B-mesons due to the presence of CP-odd observables (i = 5, 6, 8, 9) [7]. Moreover,

T-odd observables ⇠ cos �s sin �W (i = 7, 8, 9) are especially sensitive to weak BSM phases �W
[10, 14] contrary to T-even ones ⇠ sin �s sin �W (i = 1, . . . , 6), since the CP-conserved (strong)

phase �s is often predicted to be small. Note, that in the SM CP-violating e↵ects in b ! s are
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C. Langenbruch (Warwick), Beauty 2014 Electroweak penguin decays

Angular observables of B → K* l+ l-   

B0 → K*0  l+l-  described by three angles (θK, θl, Φ ) and di-muon mass squared, q2: 

C. Linn (CERN) | EW penguin decays 
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Figure 1. Kinematic variables of

B̄0

d ! K̄⇤0(! K�⇡+) + ¯̀̀ decays:

i) the (¯̀̀ )-invariant mass squared q2,

ii) the angle ✓` between ` = `� and B̄

in the (¯̀̀ ) center of mass (c.m.), iii)

the angle ✓K⇤ between K� and B̄ in

the (K�⇡+) c.m. and iv) the angle �

between the two decay planes spanned

by the 3-momenta of the (K⇡)- and

(¯̀̀ )-systems, respectively.

V is assumed to be on-shell in the narrow-resonance approximation which restricts the number

of kinematic variables to four4. Using B̄0

d ! K̄⇤0(! K�⇡+) + ¯̀̀ for illustration, they might be

chosen as depicted in figure 1.
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The angular distribution provides twice as many observables (J j
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i ) when the decay

and its CP-conjugate decay are measured separately. This doubles again if the ` = e and µ

lepton flavours are not averaged. Notably, CP-asymmetries can be measured in an untagged

sample of B-mesons due to the presence of CP-odd observables (i = 5, 6, 8, 9) [7]. Moreover,

T-odd observables ⇠ cos �s sin �W (i = 7, 8, 9) are especially sensitive to weak BSM phases �W
[10, 14] contrary to T-even ones ⇠ sin �s sin �W (i = 1, . . . , 6), since the CP-conserved (strong)

phase �s is often predicted to be small. Note, that in the SM CP-violating e↵ects in b ! s are

doubly-suppressed by the Cabibbo angle as Im[VubV
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4 The o↵-resonance case has been studied in [9].
5 Possibilities to extract q2-integrated Jj
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Figure 1. Kinematic variables of

B̄0

d ! K̄⇤0(! K�⇡+) + ¯̀̀ decays:

i) the (¯̀̀ )-invariant mass squared q2,

ii) the angle ✓` between ` = `� and B̄

in the (¯̀̀ ) center of mass (c.m.), iii)

the angle ✓K⇤ between K� and B̄ in

the (K�⇡+) c.m. and iv) the angle �

between the two decay planes spanned

by the 3-momenta of the (K⇡)- and

(¯̀̀ )-systems, respectively.

V is assumed to be on-shell in the narrow-resonance approximation which restricts the number

of kinematic variables to four4. Using B̄0

d ! K̄⇤0(! K�⇡+) + ¯̀̀ for illustration, they might be

chosen as depicted in figure 1.
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i ) when the decay

and its CP-conjugate decay are measured separately. This doubles again if the ` = e and µ

lepton flavours are not averaged. Notably, CP-asymmetries can be measured in an untagged

sample of B-mesons due to the presence of CP-odd observables (i = 5, 6, 8, 9) [7]. Moreover,

T-odd observables ⇠ cos �s sin �W (i = 7, 8, 9) are especially sensitive to weak BSM phases �W
[10, 14] contrary to T-even ones ⇠ sin �s sin �W (i = 1, . . . , 6), since the CP-conserved (strong)

phase �s is often predicted to be small. Note, that in the SM CP-violating e↵ects in b ! s are

doubly-suppressed by the Cabibbo angle as Im[VubV
⇤
us/(VtbV
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ts)] ⇡ ⌘̄� ⇠ 10�2.

4 The o↵-resonance case has been studied in [9].
5 Possibilities to extract q2-integrated Jj

i from single-di↵erential distributions in ✓`, ✓K⇤ or � can be found in [10].
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C. Langenbruch (Warwick), Moriond EW 2015 Rare decays from LHCb

FL, AFB and Si are determined in bins of q2 and depend on Wilson coefficiencs C7, C9 and C10 
and hadronic form factors 
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Angular analysis of B0 →  K*0  µµ   

C. Linn (CERN) | EW penguin decays 

Long history of B0 →  K*0  µµ measurements:  

Belle:  Phys. Rev. Lett. 103 (2009) 171801, Babar: Phys. Rev. D. 73. 092001, CDF:  Phys. Rev. Lett. 108 081807, 
CMS:  Phys. Lett. B 727 (2013) 77, ATLAS: ATLAS-CONF-2013-038, LHCb JHEP 08 (2013) 131 
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C. Linn (CERN) | EW penguin decays 

Long history of B0 →  K*0  µµ measurements:  

FPCP 2015, Nagoya 11 

→ mostly compatible  with SM,  
     but … 

PRL 111, 191801 (2013) 

Less form-factor dependent  
observable:   

P
′

5 =
S5

√

FL(1− FL))

3.7σ local deviation from 
SM  prediction 
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CMS:  Phys. Lett. B 727 (2013) 77, ATLAS: ATLAS-CONF-2013-038, LHCb JHEP 08 (2013) 131 
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C. Linn (CERN) | EW penguin decays 
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Full Run1 analysis from LHCb ( 3 fb−1 ) :  
 
Ø  update of 1 fb-1 analysis,  
     first presented at Moriond 2015 
 
Ø  total signal yield: Nsig = 2398 ± 57 
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LHCb-CONF-2015-002 Angular analysis of B0 →  K*0  µµ   

Ø  first simultaneous determination of all eight CP-averaged observables in a 
single fit which allows to provide the full correlation matrix 
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C. Linn (CERN) | EW penguin decays 

extracted from likelihood fit in decay angles, mKπµµ and q2
 

 
Simultaneously fitting mKπ to constrain S-wave component FS 
 
 
 
 
 
 
Angular acceptances from simulation, 4D parameterization using Legendre polynomials 
 
Fit cross-checked with B0 →  J/Ψ K*0: consistent with results in  PRD 88, 052002 (2013) 
 

B0 ! K⇤0µ+µ� 20 / 28

S-wave pollution

⌅ S-wave: K+⇡� not from K⇤0(892) but in spin 0 configuration
⌅ Introduces two add. decay amplitudes resulting in six add. observables
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⌅ Perform simultaneous mK⇡

fit to constrain FS

⌅ P-wave described by rel. BW

⌅ S-wave described by LASS model
crosschecked using Isobar param.
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C. Linn (CERN) | EW penguin decays 
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Theory prediction from arXiv:1503.05534, arXiv:1411.3161 
 
Ø  AFB systematically below SM prediction 

Ø  Zero-crossing point evaluated as in JHEP 08 (2013) 131 and consistent with SM:     
      q2

0= 3.7+0.8
-1.1 GeV2 
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Less form-factor dependent observable:   
 (smaller theoretical uncertainties )  
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Figure 1 – Allowed regions in the Re(CNP
9 )-Re(CNP

10 ) plane (left) and the Re(CNP
9 )-Re(C0

9) plane (right). The blue
contours correspond to the 1 and 2� best fit regions from the global fit. The green and red contours correspond
to the 1 and 2� regions if only branching ratio data or only data on B ! K⇤µ+µ� angular observables is taken
into account.

(including braching ratios and non-LHCb measurements) into sets with data below 2.3 GeV2,
between 2 and 4.3 GeV2, between 4 and 6 GeV2, and above 15 GeV2 (the slight overlap of the
bins, caused by changing binning conventions over time, is of no concern as correlations are
treated consistently). The resulting 1� regions are shown in fig. 2 (the fit for the region between
6 and 8 GeV2 is shown for completeness as well but only as a dashed box because we assume
non-perturbative charm e↵ects to be out of control in this region and thus do not include this
data in our global fit). We make some qualitative observations, noting that these will have to
be made more robust by a dedicated numerical analysis.

• The NP hypothesis requires a q2 independent shift in C
9

. At roughly 1�, this hypothesis
seems to be consistent with the data.

• If the tensions with the data were due to errors in the form factor determinations, naively
one should expect the deviations to dominate at one end of the kinematical range where
one method of form factor calculation (lattice at high q2 and LCSR at low q2) dominates.
Instead, if at all, the tensions seem to be more prominent at intermediate q2 values where
both complementary methods are near their domain of validity and in fact give consistent
predictions15.

• There does seem to be a systematic increase of the preferred range for C
9

at q2 below
the J/ resonance, increasing as this resonance is approached. Qualitatively, this is the
behaviour expected from non-factorizable charm loop contributions. However, the central
value of this e↵ect would have to be significantly larger than expected on the basis of
existing estimates 20,21,22,23,24, as conjectured earlier 23.

Concerning the last point, it is important to note that a charm loop e↵ect does not have to
modify the H� and H

0

helicity amplitudese in the same way (as a shift in C
9

induced by NP
would). Repeating the above exercise and allowing a q2-dependent shift of C

9

only in one of
these amplitudes, one finds that the resulting corrections would have to be huge and of the same
sign. It thus seems that, if the tensions are due to a charm loop e↵ect, this must contribute to
both the H� and H

0

helicity amplitude with the same sign as a negative NP contribution to C
9

.

eThe modification of the H+ amplitude is expected to be suppressed 22,24.

Theoretical interpretations 

C. Linn (CERN) | EW penguin decays 

Altmannshofer, Straub, arXiv:1503.06199v2 [hep-ph] 

Wilson coefficients from b → s µµ in global fit: 
 - 88 measurements are used as input for this fit ( including results from ATLAS, CMS, LHCb )  

Ø  Fit prefers negative C9
NP ~ -1.1 

Ø  Constraints from angular observables and branching fractions compatible  

angular observables 

branching fractions 
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both complementary methods are near their domain of validity and in fact give consistent
predictions15.
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Introduction Model-independent analysis Implications for NP models Conclusions NP implications of b ! s measurements

Physics beyond the SM or unexpected hadronic effect?

I Hadronic effects like charm loop
are photon-mediated )
vector-like coupling to leptons
just like C9

I How to disentangle NP $ QCD?
I Hadronic effect can have different q2 dependence
I Hadronic effect is lepton flavour universal (! RK !)

David Straub (Universe Cluster) 15

Assuming new physics in B →K(*)µµ  only, a consistent description of these 
anomalies seems possible: 

Difficult to explain data in SUSY scenarios  
or using partial compositeness (why only C9?) 
Data can be described using Z’ with flavour violating  
couplings, but mass must be o(7 TeV) 
to avoid direct limits and limits from mixing (Δms). 

Interpretation 

G. Hiller and M. Schmaltz,  PRD90 (2014) 054014 
D. Ghosh et al., arXiv:1408.4097 [hep-ph]. 
T. Hurth at al., arXiv:1410.4545 [hep-ph]. 
S. L. Glashow et al., arXiv:1411.0565 [hep-ph]. 

PS: NA62 will probe the same underlying physics with K → πνν decays 

11 

Fox et al., PRD 84 (2011) 115006, Buras et al. JHEP 11 (2014) 121 
Altmannshofer et al. PRD 89 (2014) 095033 

Gaia Lanfranchi  (LHCb Collaboration)    ----     4 March 2015 

Theoretical interpretations 

C. Linn (CERN) | EW penguin decays 

Hadronic effects: 
 
Ø  Unexpectedly huge charm effects can mimic negative 

C9
NP at intermediate q2 

 
Ø  But: hadronic effects can not violate LFU 
     →  important to perform more measurements like RK 
 
 

 
Possible New Physics interpretation: 
 
Ø  Data can be described with Z’ with FV couplings and mass O( 7TeV ) 
     → can accommodate all present measurements 
 
      Gauld et al., JHEP 1401 (2014) 069, Buras et al., JHEP 1402 (2014) 112, 
      Altmannshofer et al. PRD 89 (2014) 095033 
 
 
 but also other models: Hiller et al., PRD 90, 054014 (2014) , Glashow et al., PRL 114, 091801 (2015) ,  

Crivellin et al., Phys.Rev.Lett. 114 (2015) 151801 
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Altmannshofer, Straub, arXiv:1503.06199v2 [hep-ph], Straub,  Moriond EW, 2015 
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Angular analysis of B0 → K*0 e+ e- 

C. Linn (CERN) | EW penguin decays 

1 Introduction

The B0! K⇤0e+e� decay is a flavour changing neutral current process that is mediated
by electroweak box and loop diagrams in the Standard Model (SM). Charge conjugation is
implied throughout this paper unless stated otherwise and the K⇤0 represents the K⇤0(892),
reconstructed as K⇤0 ! K+⇡�. The angular distribution of the K+⇡�e+e� system is
particularly sensitive to contributions from non-SM physics (NP). The leading SM diagrams
are shown in Fig. 1; the relative contribution of each of the diagrams varies with the
dilepton invariant mass. In the region where the dilepton invariant mass squared (q2) is less
than 6GeV2/c4, some theoretical uncertainties from long distance contributions are greatly
reduced, thereby allowing more control over the SM prediction and increasing sensitivity
to any NP e↵ect [1, 2]. Furthermore, the contribution from a virtual photon coupling
to the lepton pair dominates in the very low q2 region, allowing measurement of the
helicity of the photon in b! s� transitions [3,4]. In the SM, this photon is predominantly
left-handed, with a small right-handed component arising from the mass of the s quark
and long distance e↵ects. In contrast, in many extension of the SM, NP may manifest as
a large right handed current, see for example Refs. [5–8].

The q2 region below 1GeV2/c4 has previously been studied through the analysis of
the B ! K⇤`+`� (` = e, µ) [9–11]. Experimentally, an analysis with muons rather than
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Figure 1: Dominant Standard Model Feynman graphs for the electroweak loop and box diagrams
involved in the B0! K⇤0e+e� decay.
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Angular analysis of B0 → K*0 e e is at small values of q2 sensitive to photon polarization and 
therefore to C7, C7’ 
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Fit to folded decay angle distribution:  φ = φ + π if φ < 0  
 
Measurement of FL, AT

(2), AT
(Im), AT

(Re) with  

size [14], the B0! K⇤0e+e� angular distribution reads as
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The four angular observables FL, A(2)
T , ARe

T and AIm
T are related to the transversity

amplitudes through [2]
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where |A0|2 = |A0L|2 + |A0R|2, |A?|2 = |A?L

|2 + |A?R

|2 and |A|||2 = |A||L|2 + |A||R|2. The
amplitudes A0, A|| and A? correspond to di↵erent polarisation states of the K⇤0 in the
decay. The labels L and R refer to the left and right chirality of the dielectron system.

Given the definition of �̃, the observable A(2)
T is averaged between B0 and B0 decays,

while AIm
T corresponds to a CP asymmetry [15]. The observable FL is the longitudinal

polarisation of the K⇤0 and is expected to be small at low q2, since the virtual photon
is then quasi-real and therefore transversely polarised. The observable ARe

T is related to
the forward-backward asymmetry AFB by ARe

T = 4
3AFB/(1 � FL) [2]. The observables

A(2)
T and AIm

T , in the limit q2 ! 0, can be expressed as simple functions of the C7 and C 0
7

coe�cients [2]

A(2)
T (q2 ! 0) =

2Re(C7C
0⇤
7 )

|C7|2 + |C 0
7|2

and AIm
T (q2 ! 0) =

2Im(C7C
0⇤
7 )

|C7|2 + |C 0
7|2

. (3)

These measurements therefore provide information on photon polarisation amplitudes,
similar to that obtained by the CP asymmetry measured through time-dependent analyses
in B0! K⇤0(! K0

S⇡
0)� decays [16, 17].

This paper presents measurements of FL, A(2)
T , AIm

T and ARe
T of the B0 ! K⇤0e+e�

decay in the bin corresponding to a reconstructed q2 from 0.0004 to 1GeV2/c4.
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Given the definition of �̃, the observable A(2)
T is averaged between B0 and B0 decays,

while AIm
T corresponds to a CP asymmetry [15]. The observable FL is the longitudinal

polarisation of the K⇤0 and is expected to be small at low q2, since the virtual photon
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T is related to
the forward-backward asymmetry AFB by ARe
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similar to that obtained by the CP asymmetry measured through time-dependent analyses
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T and ARe
T of the B0 ! K⇤0e+e�

decay in the bin corresponding to a reconstructed q2 from 0.0004 to 1GeV2/c4.
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Jaeger et al. JHEP 05 (2013) 043  

Results consistent with SM , sensitivity to C7’ comparable to sensitivity from SK*γ 

Result: 

Latest results on rare decays 14 / 28

Angular analysis of B0 ! K⇤0e+e� decays

lθ cos
-0.5 0 0.5

C
an

di
da

te
s 

/ (
0.

2)
 

0

10

20

30

40

50 LHCb

Kθ cos
-1 -0.5 0 0.5 1

C
an

di
da

te
s 

/ (
0.

2)
 

0

5

10

15

20

25

30

35

40 LHCb

 [rad]φ∼
0 1 2 3

 ra
d)

 
π

C
an

di
da

te
s 

/ (
0.

1 

0

5

10

15

20

25

30

35 LHCb

[arxiv:1501.03038]
obs. result

F
L

+0.16 ± 0.06 ± 0.03

A
(2)

T

�0.23 ± 0.23 ± 0.05
ARe

T

+0.10 ± 0.18 ± 0.05
AIm

T

+0.14 ± 0.22 ± 0.05

[JHEP 05 (2013) 043]
obs. SM prediction

F
L

+0.10+0.11
�0.05

A
(2)

T

+0.03+0.05
�0.04

ARe

T

�0.15+0.04
�0.03

AIm

T

(�0.2+1.2
�1.2) ⇥ 10�4

⌅ Results are in good agreement with SM predictions
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New results 
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Branching fraction of Bs → ϕ µµ  

C. Linn (CERN) | EW penguin decays 

BDT to suppress combinatorial background 
 
Veto of Bs →  J/Ψ ϕ  and Bs →  Ψ(2S) ϕ  

Similar to B0 →  K*0 µµ used PID to explicitly veto  
Ø  Bs →  J/Ψ ϕ  with K – µ double misidentification 
Ø  Λb → Λ(1520) µµ with p – K misidentification 
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Figure 2: Invariant mass of the K+K�µ+µ� system versus q2. The signal decay B0

s ! �µ+µ�

is clearly visible inside the dashed vertical lines ±50MeV/c2 around the fitted B0

s mass. The
horizontal lines denote the charmonium regions, where the tree-level decays B0

s ! J/ � and
B0

s !  (2S)� dominate.

muon mass hypothesis, is within 45MeV/c2 of the known J/ mass, unless the final-state101

particles fulfill stringent particle identification requirements. After this veto is applied,102

the background contribution is found to be negligible.103

The rare baryonic decay ⇤0

b ! ⇤(1520)(! pK

�)µ+

µ

� can mimic the signal decay if104

the proton in the final state is misidentified as a kaon. This potential background is vetoed105

by rejecting events with invariant mass close to the known ⇤0

b baryon mass, when one106

kaon is reconstructed under the proton mass hypothesis, unless the kaon passes stringent107

particle identification requirements. A yield of 2.0± 0.8 ⇤0

b! ⇤(1520)µ+

µ

� background108

events is expected in the signal region after the veto. The rare decay B

0! K

⇤0
µ

+

µ

� can109

be a peaking background if the pion in the final state is reconstructed as kaon. After110

suppressing this background using particle identification information, a yield of 1.7± 0.4111

events is expected in the signal region. The background pollution from ⇤
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�
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and B

0! K

⇤0
µ

+
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� decays is neglected in the fit and treated as a systematic uncertainty.113

Backgrounds from semileptonic b ! c(! sµ
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⌫̄µ)µ+

⌫µ cascade decays and fully hadronic114

decays such as B0

s ! D

+

s (! K

+

K

�
⇡

+)⇡�, where hadrons are misidentified as muons, are115

found to be negligible.116

4

s

b̄

s

s̄

B

0

s �

µ

�

µ

+

t̄

W

Z

0

, �

s

b̄

s

s̄

B

0

s �

µ

�

µ

+

t̄

⌫µ

W

W

Figure 1: Examples of b ! s loop diagrams contributing to the decay B0

s ! �µ+µ� in the SM.

zero in the SM but can be large in the presence of contributions beyond the SM [9].34

2 Detector and simulation35

The LHCb detector [10,11] is a single-arm forward spectrometer covering the pseudorapidity36

range 2 < ⌘ < 5, designed for the study of particles containing b or c quarks. The detector37

includes a high-precision tracking system consisting of a silicon-strip vertex detector38

surrounding the pp interaction region [12], a large-area silicon-strip detector located39

upstream of a dipole magnet with a bending power of about 4Tm, and three stations of40

silicon-strip detectors and straw drift tubes [13] placed downstream of the magnet. The41

tracking system provides a measurement of momentum, p, of charged particles with a42

relative uncertainty that varies from 0.5% at low momentum to 1.0% at 200GeV/c. The43

minimum distance of a track to a primary vertex, the impact parameter (IP), is measured44

with a resolution of (15 + 29/p
T

)µm, where p

T

is the component of the momentum45

transverse to the beam, in GeV/c. Di↵erent types of charged hadrons are distinguished46

using information from two ring-imaging Cherenkov detectors [14]. Photons, electrons47

and hadrons are identified by a calorimeter system consisting of scintillating-pad and48

preshower detectors, an electromagnetic calorimeter and a hadronic calorimeter. Muons49

are identified by a system composed of alternating layers of iron and multiwire proportional50

chambers [15]. The online event selection is performed by a trigger [16], which consists of51

a hardware stage, based on information from the calorimeter and muon systems, followed52

by a software stage, which applies a full event reconstruction.53

Simulated signal samples are used to determine the acceptance e↵ect due to detector54

geometry, trigger, reconstruction and selection. In addition, exclusive simulated samples55

are used to determine the pollution by possible background processes. In the simulation,56

pp collisions are generated using Pythia [17] with a specific LHCb configuration [18].57

Decays of hadronic particles are described by EvtGen [19], in which final-state radiation58

is generated using Photos [20]. The interaction of the generated particles with the59

detector, and its response, are implemented using the Geant4 toolkit [21] as described60

in Ref. [22]. Data-driven corrections are applied to the simulated samples to account for61

small mismodelling of particle identification performance, B0

s transverse momentum and62

2

Very similar to B0 →  K*0 µµ:   

Today: update with full Run1 dataset ( 3fb-1 ): 
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Figure 3: Di↵erential branching fraction dB(B0

s

! �µ+µ�)/dq2. Error bars include both
statistical and systematic uncertainties added in quadrature. Shaded areas indicate the vetoed
regions containing the J/ and  (2S) resonances. The solid curve shows the leading order SM
prediction, scaled to the fitted total branching fraction. The prediction uses the SM Wilson
coe�cients and leading order amplitudes given in Ref. [2], as well as the form factor calculations
in Ref. [16]. B0

s

mixing is included as described in Ref. [1]. No error band is given for the theory
prediction. The dashed curve denotes the leading order prediction scaled to a total branching
fraction of 16⇥ 10�7 [18].

Many of the systematic uncertainties a↵ect the relative e�ciencies ✏
J/ �

/✏
�µ

+
µ

� that
are determined using simulation. The limited size of the simulated samples causes an
uncertainty of ⇠ 1% on the ratio in each bin. Simulated events are corrected for known
discrepancies between simulation and data. The systematic uncertainties associated with
these corrections (e.g. tracking e�ciency and performance of the particle identification)
are typically of the order of 1–2%. The correction procedure for the impact parameter
resolution has an e↵ect of up to 5%. Averaging the relative e�ciency within the q2 bins
leads to a systematic uncertainty of 1–2%. Other systematic uncertainties of the same
magnitude include the trigger e�ciency and the uncertainties of the angular distributions
of the signal decay B0

s

! �µ+µ�. The influence of the signal mass shape is found to be
0.5%. The background shape has an e↵ect of up to 5%, which is evaluated by using a
linear function to describe the mass distribution of the background instead of the nominal
exponential shape. Peaking backgrounds cause a systematic uncertainty of 1–2% on the
di↵erential branching fraction. The size of the systematics uncertainties on the di↵erential
branching fraction, added in quadrature, ranges from 4–6%. This is small compared to the
dominant systematic uncertainty of 10% due to the branching fraction of the normalisation
channel, which is given separately in Table 1, and the statistical uncertainty.
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1fb-1 analysis showed tension to SM predictions:  
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Figure 2: Invariant mass of the K+K�µ+µ� system versus q2. The signal decay B0

s ! �µ+µ�

is clearly visible inside the dashed vertical lines ±50MeV/c2 around the fitted B0

s mass. The
horizontal lines denote the charmonium regions, where the tree-level decays B0

s ! J/ � and
B0

s !  (2S)� dominate.

muon mass hypothesis, is within 45MeV/c2 of the known J/ mass, unless the final-state101

particles fulfill stringent particle identification requirements. After this veto is applied,102

the background contribution is found to be negligible.103

The rare baryonic decay ⇤0

b ! ⇤(1520)(! pK

�)µ+

µ

� can mimic the signal decay if104

the proton in the final state is misidentified as a kaon. This potential background is vetoed105

by rejecting events with invariant mass close to the known ⇤0

b baryon mass, when one106

kaon is reconstructed under the proton mass hypothesis, unless the kaon passes stringent107

particle identification requirements. A yield of 2.0± 0.8 ⇤0

b! ⇤(1520)µ+

µ

� background108

events is expected in the signal region after the veto. The rare decay B

0! K

⇤0
µ

+

µ

� can109

be a peaking background if the pion in the final state is reconstructed as kaon. After110

suppressing this background using particle identification information, a yield of 1.7± 0.4111

events is expected in the signal region. The background pollution from ⇤

0

b! ⇤(1520)µ+

µ

�
112

and B

0! K

⇤0
µ

+

µ

� decays is neglected in the fit and treated as a systematic uncertainty.113

Backgrounds from semileptonic b ! c(! sµ

�
⌫̄µ)µ+

⌫µ cascade decays and fully hadronic114

decays such as B0

s ! D

+

s (! K

+

K

�
⇡

+)⇡�, where hadrons are misidentified as muons, are115

found to be negligible.116
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Figure 3: Invariant K+K�µ+µ� mass distribution for (left) B0

s ! �µ+µ� signal decays, inte-
grated over the q2 bins used, and for (right) the control mode B0

s ! J/ �. The signal component
is given by the solid blue, the background component by the shaded red area.

Table 1: B0

s ! �µ+µ� signal yields, as well as the di↵erential branching fraction relative to the
normalisation mode and the absolute di↵erential branching fraction, in bins of q2.

q2 bin [GeV2/c4] N�µµ
dB(B0

s!�µµ)
B(B0

s!J/ �)dq2 [10�5GeV�2c4] dB(B0
s!�µ+µ�

)

dq2 [10�8GeV�2c4]

0.1 < q2 < 2.0 85.1+10.6
�10.0 5.43+0.68

�0.64 ± 0.09 5.85+0.73
�0.69 ± 0.10± 0.44

2.0 < q2 < 5.0 59.5+9.8
�9.2 2.38+0.39

�0.37 ± 0.04 2.56+0.42
�0.39 ± 0.05± 0.19

5.0 < q2 < 8.0 82.6+11.5
�10.9 2.98+0.41

�0.39 ± 0.06 3.20+0.44
�0.42 ± 0.06± 0.24

11.0 < q2 < 12.5 70.5+10.4
�9.8 4.38+0.64

�0.61 ± 0.12 4.72+0.69
�0.65 ± 0.13± 0.36

15.0 < q2 < 17.0 83.0+10.4
�9.9 4.19+0.53

�0.50 ± 0.09 4.51+0.57
�0.54 ± 0.10± 0.34

17.0 < q2 < 19.0 54.2+7.8
�7.4 3.68+0.53

�0.50 ± 0.11 3.96+0.57
�0.54 ± 0.12± 0.30

1.0 < q2 < 6.0 100.9+12.8
�12.2 2.40+0.30

�0.29 ± 0.06 2.58+0.33
�0.31 ± 0.07± 0.19

15.0 < q2 < 19.0 135.4+13.2
�12.7 3.75+0.37

�0.35 ± 0.10 4.04+0.39
�0.38 ± 0.11± 0.30

simulation. To evaluate the size of these e↵ects, the e�ciency ratio is recalculated after150

applying the corresponding systematic variation to the simulated samples. The observed151

deviation is taken as systematic uncertainty. The procedure to correct the tracking152

e�ciency in simulation introduces a systematic uncertainty on the e�ciency ratio of153

less than 0.6%. The correction to particle identification performance in simulation has a154

systematic uncertainty of 0.5%. The relative e�ciency is further a↵ected by the data-driven155

corrections for data vs. simulation di↵erences in the distribution of the variables p
T

(B0

s )156

and �

2

Vtx

(B0

s ), as well as track multiplicity, which together have a systematic e↵ect of157

1.0%. The non-flat angular acceptance detailed in Sec. 5 introduces a dependence of the158

signal e�ciency on the underlying physics model. This e↵ect on the branching fraction159

measurements is evaluated by varying the Wilson coe�cients used in the generation of160
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Figure 3: Invariant K+K�µ+µ� mass distribution for (left) B0

s ! �µ+µ� signal decays, inte-
grated over the q2 bins used, and for (right) the control mode B0

s ! J/ �. The signal component
is given by the solid blue, the background component by the shaded red area.

Table 1: B0

s ! �µ+µ� signal yields, as well as the di↵erential branching fraction relative to the
normalisation mode and the absolute di↵erential branching fraction, in bins of q2.

q2 bin [GeV2/c4] N�µµ
dB(B0

s!�µµ)
B(B0

s!J/ �)dq2 [10�5GeV�2c4] dB(B0
s!�µ+µ�

)

dq2 [10�8GeV�2c4]

0.1 < q2 < 2.0 85.1+10.6
�10.0 5.43+0.68

�0.64 ± 0.09 5.85+0.73
�0.69 ± 0.10± 0.44

2.0 < q2 < 5.0 59.5+9.8
�9.2 2.38+0.39

�0.37 ± 0.04 2.56+0.42
�0.39 ± 0.05± 0.19

5.0 < q2 < 8.0 82.6+11.5
�10.9 2.98+0.41

�0.39 ± 0.06 3.20+0.44
�0.42 ± 0.06± 0.24

11.0 < q2 < 12.5 70.5+10.4
�9.8 4.38+0.64

�0.61 ± 0.12 4.72+0.69
�0.65 ± 0.13± 0.36

15.0 < q2 < 17.0 83.0+10.4
�9.9 4.19+0.53

�0.50 ± 0.09 4.51+0.57
�0.54 ± 0.10± 0.34

17.0 < q2 < 19.0 54.2+7.8
�7.4 3.68+0.53

�0.50 ± 0.11 3.96+0.57
�0.54 ± 0.12± 0.30

1.0 < q2 < 6.0 100.9+12.8
�12.2 2.40+0.30

�0.29 ± 0.06 2.58+0.33
�0.31 ± 0.07± 0.19

15.0 < q2 < 19.0 135.4+13.2
�12.7 3.75+0.37

�0.35 ± 0.10 4.04+0.39
�0.38 ± 0.11± 0.30

simulation. To evaluate the size of these e↵ects, the e�ciency ratio is recalculated after150

applying the corresponding systematic variation to the simulated samples. The observed151

deviation is taken as systematic uncertainty. The procedure to correct the tracking152

e�ciency in simulation introduces a systematic uncertainty on the e�ciency ratio of153

less than 0.6%. The correction to particle identification performance in simulation has a154

systematic uncertainty of 0.5%. The relative e�ciency is further a↵ected by the data-driven155

corrections for data vs. simulation di↵erences in the distribution of the variables p
T

(B0

s )156

and �

2

Vtx

(B0

s ), as well as track multiplicity, which together have a systematic e↵ect of157

1.0%. The non-flat angular acceptance detailed in Sec. 5 introduces a dependence of the158

signal e�ciency on the underlying physics model. This e↵ect on the branching fraction159

measurements is evaluated by varying the Wilson coe�cients used in the generation of160
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Total signal yield:  Nsig = 432 ± 24 
 
Bs →  J/Ψ ϕ as normalisation channel for 
branching fraction measurement 
 
Efficiencies determined from simulated signal 
samples 
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Figure 4: Invariant K+K�µ+µ� mass distribution for B0

s ! �µ+µ� signal decays in bins of q2.
The signal component is shown by the solid blue, the background component by the shaded red
area.

simulated signal events and is found to be less than 1.6%. The statistical uncertainty due161

to the limited size of the simulated signal samples leads to a systematic uncertainty of162

1.9%.163

The systematic uncertainties due to parametrisation of the mass shapes are evaluated164
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Figure 4: Invariant K+K�µ+µ� mass distribution for B0

s ! �µ+µ� signal decays in bins of q2.
The signal component is shown by the solid blue, the background component by the shaded red
area.

simulated signal events and is found to be less than 1.6%. The statistical uncertainty due161

to the limited size of the simulated signal samples leads to a systematic uncertainty of162

1.9%.163

The systematic uncertainties due to parametrisation of the mass shapes are evaluated164
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Figure 4: Invariant K+K�µ+µ� mass distribution for B0

s ! �µ+µ� signal decays in bins of q2.
The signal component is shown by the solid blue, the background component by the shaded red
area.

simulated signal events and is found to be less than 1.6%. The statistical uncertainty due161

to the limited size of the simulated signal samples leads to a systematic uncertainty of162

1.9%.163

The systematic uncertainties due to parametrisation of the mass shapes are evaluated164
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Branching fraction in bins of q2: 
 
Ø  Bins chosen such that signal 

yield is evenly distributed  
 
Signal mass model: 
Ø  Determined from Bs →  J/Ψ ϕ fit  
 
Ø  Allow for q2 dependent width 
 
Background model: 
Ø  exponential function 
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Systematic uncertainties: 
Ø  Dominated by the limited size of the simulated signal sample 
Ø  Angular acceptance effects estimated by varying Wilson coefficients in generation   
Ø  Mass model uncertainties estimated with pseudo-experiments 
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Figure 5: Di↵erential branching fraction of the decay B0

s

! �µ+µ�, overlayed with SM predic-
tions [4, 5] indicated by blue shaded boxes.

events and is found to be less than 1.6%. The statistical uncertainty due to the limited163

size of the simulated signal samples leads to a systematic uncertainty of 1.9%.164

The systematic uncertainties due to parametrisation of the mass shapes are evaluated165

using pseudoexperiments. For the signal mass model, events are generated using a simple166

double Gaussian mass shape. They are then fitted using both the double Gaussian as well167

as the nominal signal mass shape, taking the observed deviation as systematic uncertainty.168

For the parametrisation of the combinatorial background, the nominal exponential is169

compared with a linear mass model. The systematic uncertainty due to the modeling of the170

signal and background mass shape are 2.1% and 1.6%, respectively. Peaking backgrounds171

are neglected in the fit for determination of the signal yields. The main sources of172

systematic uncertainty are caused by contributions from the decays ⇤0

b

! pK

�
µ

+

µ

� and173

B

0 ! K

⇤0
µ

+

µ

�, resulting in systematic uncertainties of 0.23� 2.19%, depending on the q2174

bin. Finally, the uncertainty of the branching fraction of the decay J/ ! µ

+

µ

� amounts175

to a systematic uncertainty of 0.6%. Table 2 shows the systematic uncertainties assigned176

as described above.177

For the total branching fraction of the signal decay, the uncertainty on the branching178

fraction of the normalisation channel is the dominant systematic uncertainty at 7.5% [28,29].179

The uncertainty on the correction factor f
veto

to account for signal events that are rejected180

by the charmonium vetos is estimated by varying the Wilson coe�cients and form-factor181

parameters leading to a systematic uncertainty of 2.9%.182
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Branching fraction of Bs → ϕ µµ  

C. Linn (CERN) | EW penguin decays 

Most precise measurement to date, consistent with previous analysis 
in 1 < q2 < 6 GeV2 : 3.5 σ tension to prediction based on SM 

Extrapolation to full q2 range: 
( using WC and FF from Phys. Rev. D66 (2002) 034002,  Phys. Rev. D 71 (2005) 014029 )  

theory prediction:  
arXiv:1411.3161, 
arXiv:1503.05534  
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observables are found to be compatible with SM predictions.261

The B

0

s

! �µ

+

µ

� branching fraction relative to the normalisation mode B

0

s

! J/ �262

and the resulting total branching fraction are determined to be263

B(B0

s

! �µ

+

µ

�)

B(B0

s

! J/ �)
= (7.40+0.42

�0.40

± 0.20± 0.21)⇥ 10�4

,

B(B0

s

! �µ

+

µ

�) = (7.97+0.45

�0.43

± 0.22± 0.23± 0.60)⇥ 10�7

,

where the uncertainties are statistical, systematic, due to the extrapolation on the full q2264

region, and, for the total branching fraction, from the uncertainty of the normalisation265

mode. The measured branching fraction is compatible with the previous measurement [3]266

and tends to lie below SM predictions. For the q

2 regions 1 < q

2

< 6GeV2

/c

4 and267

15 < q

2

< 19GeV2

/c

4 the di↵erential branching fraction is found to be 3.5 � and 0.9 �268

below the SM predictions of (4.81±0.51)⇥10�8 GeV�2

c

4 and (4.64±0.50)⇥10�8 GeV�2

c

4,269

respectively [4, 5].270
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Figure 8: One-dimensional projections of the fit to the angles cos ✓
l

, cos ✓
K

, � in bins of q2. The
signal component is shown by the solid blue, the background component by the shaded red area.
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Angular analysis of Bs → ϕ µµ  

C. Linn (CERN) | EW penguin decays 

1 Introduction1

The decay B

0

s ! �µ

+

µ

� is mediated by a b ! s flavour changing neutral current (FCNC)2

transition. In the Standard Model (SM) it is forbidden at tree-level and proceeds via3

loop-order diagrams as shown in Fig. 1. In extensions of the SM, new heavy particles can4

appear in competing diagrams and a↵ect both the branching fraction of the decay, as well5

as the angular distributions of the final-state particles.6

This decay channel was first observed and studied by the CDF collaboration [?,?]. The7

LHCb collaboration studied the decay using data collected during 2011, corresponding to8

an integrated luminosity of 1 fb�1 [1]. While the angular distributions were found to be in9

good agreement with the SM expectations, the measured branching fraction exhibited a10

tension with the SM prediction at the level of 3.1 � [2, 3]. A similar trend is also seen for11

the branching fractions of other b ! sµ

+

µ

� processes, which tend to be lower than SM12

predictions [4–6].13

This paper presents an updated analysis of the decay B

0

s ! �µ

+

µ

� using the full data14

sample taken by LHCb during Run I, corresponding to an integrated luminosity of 3 fb�1.15

The di↵erential branching fraction dB(B0

s ! �µ

+

µ

�)/dq2 is determined in bins of the16

invariant mass squared of the dimuon system, q2. In addition, a three-dimensional angular17

analysis in cos ✓l, cos ✓K and � is performed in bins of q2. Here, the angle ✓K (✓l) denotes18

the angle of the K

� (µ�) with respect to the direction of flight of the B

0

s meson in the19

K

+

K

� (µ+

µ

�) centre-of-mass frame, and � denotes the relative angle of the µ

+

µ

� and20

the K+

K

� decay planes in the B0

s meson centre-of-mass frame. Compared to the previous21

fit of the one-dimensional projections of the decay angles [1], the full three-dimensional22

angular fit allows to access more angular observables with better sensitivity.23

The decay B

0

s ! �µ

+

µ

� is closely related to the decay B

0 ! K

⇤0
µ

+

µ

� which has24

been studied extensively by LHCb [4, 7, 8]. Although B

0

s production is suppressed by25

the fragmentation fraction ratio fs/fd ⇠ 1/4, the narrow � resonance allows a clean26

selection with low background levels. Furthermore, the contribution from the the S-wave,27

where the K

+

K

� system is in a spin-0 configuration, is expected to be low. Since the28

K

+

K

�
µ

+

µ

� final state is not flavour-specific, the angular observables accessible in the29

decay B

0

s ! �µ

+

µ

� are the CP-averages F

L

, S
3,4,7 and the CP-asymmetries A

5,6,8,9 [9].30

The flavour-averaged di↵erential decay rate, as a function of the decay angles in bins of q2,31

is given by32

1

d�/dq2
d3�

d cos ✓l d cos ✓K d�
=

9

32⇡

⇥
3

4

(1� F

L

) sin2

✓K + F

L

cos2 ✓K

+ 1

4

(1� F

L

) sin2

✓K cos 2✓l � F

L

cos2 ✓K cos 2✓l
+ S

3

sin2

✓K sin2

✓l cos 2�+ S

4

sin 2✓K sin 2✓l cos�

+ A

5

sin 2✓K sin ✓l cos�+ A

s
6

sin2

✓K cos ✓l
+ S

7

sin 2✓K sin ✓l sin�+ A

8

sin 2✓K sin 2✓l sin�

+ A

9

sin2

✓K sin2

✓l sin 2�
⇤
. (1)

Of particular interest are the T-odd CP-asymmetries A
8

and A

9

which are predicted to be33

1

Angular observables extracted from 4d unbinned maximum likelihood fit: 
KK µµ is not a flavour-specific final state: 
→  observables:  
      CP-averages and CP-asymmetries 

angular acceptance parameterized in 4d using using Legendre coefficients: 

Table 2: Systematic uncertainties of the branching fraction ratio dB(B0

s ! �µ+µ�)/B(B0

s !
J/ �)dq2.

Uncertainty [10�5GeV�2c4]

Systematic [0.1, 2] [2, 5] [5, 8] [11, 12.5] [15, 17] [17, 19] [1, 6] [15, 17]

Peaking bkg. 0.03 0.02 0.02 0.10 0.02 0.01 0.02 0.01

Simulation corr. 0.01 0.01 0.01 0.01 0.05 0.04 0.00 0.04

Angular model 0.04 0.00 0.01 0.00 0.01 0.06 0.00 0.01

E�ciency ratio 0.06 0.03 0.03 0.06 0.06 0.07 0.02 0.04

B (J/ !µ+µ�) 0.03 0.01 0.02 0.02 0.02 0.02 0.01 0.02

Signal mass model 0.02 0.01 0.03 0.03 0.03 0.00 0.05 0.05

Bkg. mass model 0.02 0.02 0.02 0.02 0.03 0.05 0.01 0.06

Quadratic sum 0.09 0.04 0.06 0.12 0.09 0.11 0.06 0.10

m(K+

K

�
µ

+

µ

�). The angular distribution of the signal component is given by Eq. 1. The187

angular background distribution is described by the product of second-order Chebyshev188

polynomials in the three decay angles.189

The reconstruction, triggering and selection of signal candidates distorts the angular190

distributions of the final-state particles as well as the q

2 distribution. This acceptance191

e↵ect is parametrized using Legendre polynomials, according to192

✏(cos ✓l, cos ✓K ,�, q
2) =

X

klmn

cklmnPk(cos ✓l)Pl(cos ✓K)Pm(�)Pn(q
2), (3)

where Pi(x) denote Legendre polynomials of order i and cklmn the coe�cients which193

are determined by performing a moments analysis using a large sample of simulated194

B

0

s ! �µ

+

µ

� signal events generated according to a phase-space model. The maximum195

order of the polynomials that are included is four for cos ✓l, two for cos ✓K , six for the angle196

� and five for q2. In addition, the acceptance is assumed to be symmetric in the decay197

angles. The acceptance description is cross-checked using the control mode B

0

s ! J/ �.198

An angular analysis of the control mode is performed and the angular observables are199

found to be in good agreement with the previous measurement [31].200

Appendix A displays the one-dimensional angular distribution of the signal decay201

in each q

2 bin, overlayed with the projections of the likelihood fit. At low statistics,202

pseudoexperiments show the likelihood estimator to be biased for certain observables203

and q

2 bins due to border e↵ects. Therefore the Feldman-Cousins method [32] is used204

to determine the confidence regions. Nuisance parameters are treated with the plugin-205

method [33]. The Feldman-Cousins scans for the angular observables in bins of q2 are206

displayed in App. B. Table 3 gives the corresponding minima and 68% confidence intervals.207

The linear correlations between the angular observables in the di↵erent q2 bins are given208

9

Feldman-Cousins method to ensure correct coverage with low statistics 
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theory prediction: arXiv:1503.05534,  S7 zero in SM  
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Figure 6: CP-averaged angular observables F
L

and S
3,4,7

and CP-asymmetries A
5,6,8,9

shown by
black dots, overlayed with SM predictions [4, 5] indicated as blue shaded boxes.
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Systematic uncertainties evaluated with pseudo-experiments: 
Ø  Dominated by background model choice 
Ø  Angular acceptance affected by limited statistics of simulated sample 
Ø  S-wave pollution estimated by simulating 1.1% S-wave component 

In general measurement is 
dominated by statistical 
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all CP-asymmetries are zero in SM  → consistent with measurement   
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Figure 5: Di↵erential branching fraction of the decay B0

s

! �µ+µ�, overlayed with SM predic-
tions [4, 5] indicated by blue shaded boxes.

events and is found to be less than 1.6%. The statistical uncertainty due to the limited163

size of the simulated signal samples leads to a systematic uncertainty of 1.9%.164

The systematic uncertainties due to parametrisation of the mass shapes are evaluated165

using pseudoexperiments. For the signal mass model, events are generated using a simple166

double Gaussian mass shape. They are then fitted using both the double Gaussian as well167

as the nominal signal mass shape, taking the observed deviation as systematic uncertainty.168

For the parametrisation of the combinatorial background, the nominal exponential is169

compared with a linear mass model. The systematic uncertainty due to the modeling of the170

signal and background mass shape are 2.1% and 1.6%, respectively. Peaking backgrounds171

are neglected in the fit for determination of the signal yields. The main sources of172

systematic uncertainty are caused by contributions from the decays ⇤0

b

! pK

�
µ

+

µ

� and173

B

0 ! K

⇤0
µ

+

µ

�, resulting in systematic uncertainties of 0.23� 2.19%, depending on the q2174

bin. Finally, the uncertainty of the branching fraction of the decay J/ ! µ

+

µ

� amounts175

to a systematic uncertainty of 0.6%. Table 2 shows the systematic uncertainties assigned176

as described above.177

For the total branching fraction of the signal decay, the uncertainty on the branching178

fraction of the normalisation channel is the dominant systematic uncertainty at 7.5% [28,29].179

The uncertainty on the correction factor f
veto

to account for signal events that are rejected180

by the charmonium vetos is estimated by varying the Wilson coe�cients and form-factor181

parameters leading to a systematic uncertainty of 2.9%.182

8

Ø  Electroweak penguin decays are an interesting and promising probe 
for NP effects 

Ø Results from many experiments,  
     including LHCb, ATLAS, CMS 

Ø  Some tensions to the SM have been observed: 
    global fit of WC provides consistent picture  
    throughout all measurements    
 
 
Ø  Presented new results on Bs → ϕ µµ from LHCb 
 
 
… many more interesting results in the pipeline and promising times        
ahead with LHC Run2  
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LHCb detector 

+ very efficient trigger for di-muon channels ε ≈ 90 % 

good momentum ( Δ p / p = 0.4 – 0.6 % )  
and mass resolution  

decay time resolution ~ 45 fs  
 −> good separation of B vertices 

excellent muon identification  
(~ 97 % for 1-3 % π→µ mis-id probability)  

excellent K - π separation  
(~ 95 % for ~ 5 % π → K mis-id probability )   
−> helps to suppress peaking background 

C. Linn (CERN) | EW penguin decays 

Forward spectrometer with acceptance optimized for b-hadrons: 2 < η < 5 

FPCP 2015, Nagoya 
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B →  µ+ µ- combination 

]2c [GeV/−µ+µm
5 5.2 5.4 5.6 5.8 6

310×

]3
) [

10
2 c

C
an

di
da

te
s 

/ (
40

 M
eV

/

0

0.5

1

1.5

2

2.5

3

310×

 [0.,0.25)∈LHCb, BDT 

Data
Signal and background

−µ+µ →s
0B

−µ+µ →0B
Combinatorial bkg.
Semileptonic bkg.
Peaking bkg.

]2c [GeV/−µ+µm
5 5.2 5.4 5.6 5.8 6

310×

)2 c
C

an
di

da
te

s 
/ (

40
 M

eV
/

0

10

20

30

40

50

60

70

80
 [0.25,0.4)∈LHCb, BDT 

]2c [GeV/−µ+µm
5 5.2 5.4 5.6 5.8 6

310×

)2 c
C

an
di

da
te

s 
/ (

40
 M

eV
/

0

5

10

15

20

25

 [0.4,0.5)∈LHCb, BDT 

]2c [GeV/−µ+µm
5 5.2 5.4 5.6 5.8 6

310×

)2 c
C

an
di

da
te

s 
/ (

40
 M

eV
/

0

2

4

6

8

10

12

14

16

18

20

 [0.5,0.6)∈LHCb, BDT 

]2c [GeV/−µ+µm
5 5.2 5.4 5.6 5.8 6

310×

)2 c
C

an
di

da
te

s 
/ (

40
 M

eV
/

0

2

4

6

8

10

12

14

16

18
 [0.6,0.7)∈LHCb, BDT 

]2c [GeV/−µ+µm
5 5.2 5.4 5.6 5.8 6

310×

)2 c
C

an
di

da
te

s 
/ (

40
 M

eV
/

0

2

4

6

8

10

 [0.7,0.8)∈LHCb, BDT 

]2c [GeV/−µ+µm
5 5.2 5.4 5.6 5.8 6

310×

)2 c
C

an
di

da
te

s 
/ (

40
 M

eV
/

0

1

2

3

4

5

6

7

 [0.8,0.9)∈LHCb, BDT 

]2c [GeV/−µ+µm
5 5.2 5.4 5.6 5.8 6

310×

)2 c
C

an
di

da
te

s 
/ (

40
 M

eV
/

0

1

2

3

4

5

6

 [0.9,1.0]∈LHCb, BDT 

]2c [GeV/−µ+µm
4.9 5 5.1 5.2 5.3 5.4 5.5 5.6 5.7 5.8 5.9

)2 c
C

an
di

da
te

s 
/ (

40
 M

eV
/

0

5

10

15

20

25

30

35

40
 [0.1,0.31)∈CMS, 7TeV, CR, BDT 

]2c [GeV/−µ+µm
4.9 5 5.1 5.2 5.3 5.4 5.5 5.6 5.7 5.8 5.9

)2 c
C

an
di

da
te

s 
/ (

40
 M

eV
/

0

1

2

3

4

5

6
 [0.31,1.0]∈CMS, 7TeV, CR, BDT 

]2c [GeV/−µ+µm
4.9 5 5.1 5.2 5.3 5.4 5.5 5.6 5.7 5.8 5.9

)2 c
C

an
di

da
te

s 
/ (

40
 M

eV
/

0

5

10

15

20

25

30
 [0.1,0.26)∈CMS, 7TeV, FR, BDT 

]2c [GeV/−µ+µm
4.9 5 5.1 5.2 5.3 5.4 5.5 5.6 5.7 5.8 5.9

)2 c
C

an
di

da
te

s 
/ (

40
 M

eV
/

0

1

2

3

4

5

6

7

 [0.26,1.0]∈CMS, 7TeV, FR, BDT 

]2c [GeV/−µ+µm
4.9 5 5.1 5.2 5.3 5.4 5.5 5.6 5.7 5.8 5.9

)2 c
C

an
di

da
te

s 
/ (

40
 M

eV
/

0

50

100

150

200

250

 [0.1,0.23)∈CMS, 8TeV, CR, BDT 

]2c [GeV/−µ+µm
4.9 5 5.1 5.2 5.3 5.4 5.5 5.6 5.7 5.8 5.9

)2 c
C

an
di

da
te

s 
/ (

40
 M

eV
/

0

5

10

15

20

25

30

35

 [0.23,0.33)∈CMS, 8TeV, CR, BDT 

]2c [GeV/−µ+µm
4.9 5 5.1 5.2 5.3 5.4 5.5 5.6 5.7 5.8 5.9

)2 c
C

an
di

da
te

s 
/ (

40
 M

eV
/

0

2

4

6

8

10

12

14

 [0.33,0.44)∈CMS, 8TeV, CR, BDT 

]2c [GeV/−µ+µm
4.9 5 5.1 5.2 5.3 5.4 5.5 5.6 5.7 5.8 5.9

)2 c
C

an
di

da
te

s 
/ (

40
 M

eV
/

0

2

4

6

8

10

 [0.44,1.0]∈CMS, 8TeV, CR, BDT 

]2c [GeV/−µ+µm
4.9 5 5.1 5.2 5.3 5.4 5.5 5.6 5.7 5.8 5.9

)2 c
C

an
di

da
te

s 
/ (

40
 M

eV
/

0

20

40

60

80

100

120

140

 [0.1,0.22)∈CMS, 8TeV, FR, BDT 

]2c [GeV/−µ+µm
4.9 5 5.1 5.2 5.3 5.4 5.5 5.6 5.7 5.8 5.9

)2 c
C

an
di

da
te

s 
/ (

40
 M

eV
/

0

5

10

15

20

25
 [0.22,0.33)∈CMS, 8TeV, FR, BDT 

]2c [GeV/−µ+µm
4.9 5 5.1 5.2 5.3 5.4 5.5 5.6 5.7 5.8 5.9

)2 c
C

an
di

da
te

s 
/ (

40
 M

eV
/

0

2

4

6

8

10

 [0.33,0.45)∈CMS, 8TeV, FR, BDT 

]2c [GeV/−µ+µm
4.9 5 5.1 5.2 5.3 5.4 5.5 5.6 5.7 5.8 5.9

)2 c
C

an
di

da
te

s 
/ (

40
 M

eV
/

0

1

2

3

4

5

6
 [0.45,1.0]∈CMS, 8TeV, FR, BDT 

Invariant di-muon mass 
in each of the 20 fit 
categories: 



C. Linn (CERN) | EW penguin decays FPCP 2015, Nagoya 

B →  µ+ µ- combination 

Invariant di-muon mass for the best 6 categories: 
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B →  µ+ µ- combination 

Confidence level obtained with the Feldman-Cousins method for B0 → µµ:  
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Test of lepton universality 
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Angular analysis of B →  K*  µµ - LHCb  
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Angular analysis of B →  K*  µµ - ATLAS 
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Figure 2: Invariant mass distribution of B

0
d

! K

⇤0µ+µ� candidates as data points after the full signal
selection. The solid blue (dark) line denotes the mass likelihood fit with the background component as
dotted red line and the signal component as solid green (light) line.
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) + Nbckg · Mbckg(m
i

)
i
, (1)

where Nsig and Nbckg are the number of signal and background events, andMsig andMbckg the probability
density functions for signal and background, respectively, and N

sig + N

bckg is the Poisson distributed
expected number of total events. The probability density function for the signal is modelled as a Gaussian
function with mass m

i

and per-candidate error �
m

i

and the probability density function for the background
as an exponential. Fitting the invariant mass distribution using the entire q

2 space (see Figure 2), the fit
for the invariant mass region of 4900 MeV < m(K⇡µµ) < 5700 MeV gives an estimate for the number
of signal events N

sig = 466 ± 34 and the number of background events N

bckg = 1132 ± 43. Since the
cut on �m removing radiative decays shows a significant influence on the sidebands in the central q

2

bin, the corresponding mass fit region is reduced to 5100 MeV < m(K⇡µµ) < 5450 MeV, and in the bin
14.18 GeV2 < q

2 < 16 GeV2 to 4900 MeV < m(K⇡µµ) < 5450 MeV. Due to kinematic constraints in
the bin 16 GeV2 < q

2 < 19 GeV2 the mass region is set to 5100 MeV < m(K⇡µµ) < 5700 MeV. Since
the trigger acceptance limits the statistics at low values of q

2, no measurement is performed in the lowest
bin used by Belle, 0.04 GeV2 < q

2 < 2 GeV2.
The di↵erential decay rate of B
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⇤0µ+µ� is parametrized by the invariant di-muon mass q
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and � the di↵erential decay rate yields
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, including statistical and systematic uncertainties, com-
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including theoretical uncertainties .

4 Conclusion

Using 4.9 fb�1 of integrated luminosity taken at
p

s = 7 TeV at the ATLAS experiment, B

0
d

! K

⇤0µ+µ�

events have been reconstructed and the angular distribution of their final state particles measured. The
forward backward asymmetry A

FB

and the K

⇤0 longitudinal polarisation F

L

have been measured as
function of the di-muon mass squared q

2. The results obtained on A

FB

and F

L

are mostly consistent with
theoretical predictions [13] and measurements performed by other experiments [3, 4, 5, 7]. The results
for F

L

in the low q

2 bins slightly deviate from Standard Model expectations.

q

2 range (GeV2) N

sig A

FB

F

L

2.00 < q

2 < 4.30 19 ± 8 0.22 ± 0.28 ± 0.14 0.26 ± 0.18 ± 0.06

4.30 < q

2 < 8.68 88 ± 17 0.24 ± 0.13 ± 0.01 0.37 ± 0.11 ± 0.02

10.09 < q

2 < 12.86 138 ± 31 0.09 ± 0.09 ± 0.03 0.50 ± 0.09 ± 0.04

14.18 < q

2 < 16.00 32 ± 14 0.48 ± 0.19 ± 0.05 0.28 ± 0.16 ± 0.03

16.00 < q

2 < 19.00 149 ± 24 0.16 ± 0.10 ± 0.03 0.35 ± 0.08 ± 0.02

1.00 < q

2 < 6.00 42 ± 11 0.07 ± 0.20 ± 0.07 0.18 ± 0.15 ± 0.03

Table 3: Summary of the fit results for the di↵erent bins of q

2. Number of signal events N

sig from the
mass fit and its statistical uncertainty, forward backward asymmetry A

FB

and longitudinal polarisation
F

L

for di↵erent bins in q

2 including statistical and systematic uncertainties.
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2, no measurement is performed in the lowest
bin used by Belle, 0.04 GeV2 < q

2 < 2 GeV2.
The di↵erential decay rate of B

0
d

! K

⇤0µ+µ� is parametrized by the invariant di-muon mass q

2 and
the three helicity angles ✓

L

, ✓
K

and � in the rest frame of the four particle final state. At a given q

2 the
integration [10, 11] of the di↵erential decay rate over ✓

K

and � gives

1
�

d2�

dq

2d cos ✓
L

=
3
4

F

L

(q2)
⇣
1 � cos2 ✓

L

⌘
+

3
8

⇣
1 � F

L

(q2)
⌘ ⇣

1 + cos2 ✓
L

⌘
+ A

FB

(q2) cos ✓
L

(2)

and the integration over ✓
L

and � the di↵erential decay rate yields

4

1
�

d2�

dq

2d cos ✓
K

=
3
2

F

L

(q2) cos2 ✓
K

+
3
4

⇣
1 � F

L

(q2)
⌘ ⇣

1 � cos2 ✓
K

⌘
. (3)

Fixing the parameters obtained in the invariant mass fit, the likelihood function for the angular distribu-
tions is written as

L =
NY
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[N f ix
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where the A’s denote the probability density functions of the angular distributions of cos ✓
K

and cos ✓
L

for the signal and the background. The angular distributions of the signal are given by Equations (2)
and (3). To take into account angular detector e�ciencies due to trigger, event reconstruction, detector
e↵ects and the selection cuts, the angular signal distributions are weighted by acceptance maps ↵

K

and
↵

L

, determined for cos ✓
K

and cos ✓
L

, respectively. The maps are constructed using Monte Carlo with
full detector simulation of reconstruction B

0
d

! K

⇤0µ+µ� decays uniformly distributed in the helicity
angles. The rate of mis-reconstruction of the K

⇤0 candidate due to swapping the kaon and pion leading
to cos ✓

L

! cos(⇡ � ✓
L

) = � cos ✓
L

is also determined using full Monte Carlo simulation and found
to be ⌘

K⇡ = (12.5 ± 0.3)%. Taking this into account in the likelihood fit, the linear term in Equation
(2) changes: A

FB

(q2) ! (1 � 2⌘
K⇡)AFB

(q2). The angular background distributions are modelled using
second order Chebyshev polynomials for both distributions of cos ✓

L

and cos ✓
K

.

3.2 Systematic Uncertainties

Various sources of systematic uncertainties are taken into account, evaluated for each q

2 bin separately.
The choice of the estimator in the signal selection procedure, scaling and combining the Monte

Carlo samples used, primary vertex selection, variations of the mass background description in the fit and
possible bias from fitting the two probability density functionsA in Equation (4), and thus neglecting the
correlations between the angles, were found to have no influence on the angular measurement. A small
systematic uncertainty due to variation of the angular description of the background has been determined.

The uncertainty due to the fitting procedure was estimated by comparing the sequential mass and
angular unbinned maximum likelihood fit with the combined mass-angular fit. Due to the low statistics
in the lowest q

2 bin 2.00 GeV2 < q

2 < 4.30 GeV2 this uncertainty is dominant in this bin. In the other
bins this uncertainty is negligible.

The cut �m < 130 MeV removes significant amounts of sideband data especially in the central bin
10.09 GeV2 < q

2 < 12.86 GeV2, but also the other q

2 bins are a↵ected. Deviations in the B

0
d

invariant
mass fit due to this cut are accounted for by varying the B

0
d

mass fit region, resulting in a systematic
uncertainty dominating the central q

2 bin.
The systematic e↵ect of an S-wave contribution to the K⇡ system, i.e. B

0
d

! K

+⇡�µ+µ� decays, was
found negligible, assuming an 8% S-wave contribution (estimated by BaBar [12]). Contamination of the
signal by B

± ! K

±µ+µ� decays was conservatively estimated by removing all potential B

± candidates
under the hypothesis, that the di-muon pair associated with either charged hadron were originated in a
B

± ! K

±µ+µ� decay. The impact on the fit result is taken into account as systematic uncertainty. The
background due to B

0
s

! �µ+µ� is negligible.
Several possible e↵ects in the angular acceptance functions were studied. Firstly the statistics of

the Monte Carlo sample used and thus the corresponding variations of the angular acceptance functions,

5

FL and AFB extracted from product of 1d 
decay rates: 

ATLAS-CONF-2013-038 
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Angular analysis of B →  K*  µµ - CMS 

10 6 Results

lations are taken from Ref. [53], and a dimensional estimate is made of the uncertainty from the
expansion corrections [27]. Other recent SM calculations [15, 17–19] give similar results, with
the largest variations found in the uncertainty estimates and the differential branching fraction
value. Between the J/y and y0 resonances, reliable theoretical predictions are not available.
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Figure 4: Results of the measurement of FL (left) and AFB (right) versus q2. The statistical
uncertainty is shown by inner error bars, while the outer error bars give the total uncertainty.
The vertical shaded regions correspond to the J/y and y0 resonances. The other shaded regions
show the SM prediction as a continuous distribution and after rate-averaging across the q2 bins
(hSMi) to allow direct comparison to the data points. Reliable theoretical predictions between
the J/y and y0 resonances (10.09 < q2 < 12.86 GeV2) are not available.

Using the efficiency corrected yields for the signal and normalization modes (B0 ! K⇤0µ+µ�

and B0 ! K⇤0J/y) and the world-average branching fraction for the normalization mode [41],
the branching fraction for B0 ! K⇤0µ+µ� is obtained as a function of q2, as shown in Fig. 5,
together with the SM predictions. The results for AFB, FL, and dB/dq2 are also reported in
Table 2.
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Figure 5: Results of the measurement of dB/dq2 versus q2. The statistical uncertainty is shown
by inner error bars, while the outer error bars give the total uncertainty. The vertical shaded
regions correspond to the J/y and y0 resonances. The other shaded regions show the SM pre-
diction as a continuous distribution and after rate-averaging across the q2 bins (hSMi) to allow
direct comparison to the data points. Reliable theoretical predictions between the J/y and y0

resonances (10.09 < q2 < 12.86 GeV2) are not available.

The angular observables can be theoretically predicted with good control of the relevant form-
factor uncertainties in the low dimuon invariant-mass region. It is therefore interesting to
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Figure 6: The K+p�µ+µ� invariant-mass (top left), cos ql (top right), and cos qK (bottom) dis-
tributions for 1 < q2 < 6 GeV2, along with results from the projections of the overall unbinned
maximum-likelihood fit (solid line), the signal contribution (dashed line), and the background
contribution (dot-dashed line).
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Ø  Branching fraction measurement for B0 −> K0 µµ, B+ −> K+ µµ and B+ −> K*+ µµ   
     ( B0−> K*0 µµ to be updated soon with detailed study of s-wave contribution ) 
 
Ø  Full Run-2 dataset ( 3fb-1 ) 
 
Ø  normalized to resonant B −> J/Ψ K  channels 
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Table 1: Observed yields of the four signal channels summed over the q2 bins, excluding the
charmonium resonance regions. Only the statistical uncertainties are shown.

Decay mode Signal yield

B+! K+µ+µ� 4746± 81

B0! K0

Sµ
+µ� 176± 17

B+! K⇤+(! K0

S⇡
+)µ+µ� 162± 16

B0! K⇤0(! K+⇡�)µ+µ� 2361± 56
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Figure 1: Reconstructed B candidate mass for the four signal modes. The data are overlaid
with the result of the fit described in the text. The long and downstream K0

S categories are
combined. The results of the fits, performed in separate q2 bins, are merged for presentation
purposes. The blue (shaded) region is the combinatorial background.

made to the long and downstream categories. The mass fits for the four signal channels
are shown in Fig. 1, where the long and downstream K0

S categories are combined and the
results of the fits, performed in separate q2 bins, are merged for presentation purposes.
The corresponding number of signal candidates for each channel is given in Table 1.

5

B(B+
→ K+µ+µ−) = (4.29± 0.07(stat)± 0.21(syst)) · 10−7

B(B0
→ K0µ+µ−) = (3.27± 0.34(stat)± 0.17(syst)) · 10−7

B(B+
→ K∗+µ+µ−) = (39.24± 0.93(stat)± 0.67(syst)) · 10−7

extrapolated to full q2 range: 

−> more precise than world average 
−> consistent with predictions but favors  
     lower values 

main systematic uncertainty: B −> J/Ψ K branching fraction 

C. Linn (CERN) | EW penguin decays 

b −> s µµ branching fractions 

FPCP 2015, Nagoya 
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Figure 3: Invariant K+K�µ+µ� mass distribution for (left) B0

s

! �µ+µ� signal decays, inte-
grated over the q2 bins used, and for (right) the control mode B0

s

! J/ �. The signal component
is given by the solid blue, the background component by the shaded red area.

Table 1: B0

s

! �µ+µ� signal yields, as well as the di↵erential branching fraction relative to the
normalisation mode and the absolute di↵erential branching fraction, in bins of q2.

q2 bin [GeV2/c4] N
�µµ

dB(B0
s!�µµ)

B(B0
s!J/ �)dq

2 [10�5GeV�2c4] dB(B0
s!�µ

+
µ

�
)

dq

2 [10�8GeV�2c4]

0.1 < q2 < 2.0 85.1+10.6

�10.0

5.43+0.68

�0.64

± 0.13 5.85+0.73

�0.69

± 0.14± 0.44

2.0 < q2 < 5.0 59.5+9.8

�9.2

2.38+0.39

�0.37

± 0.06 2.56+0.42

�0.39

± 0.06± 0.19

5.0 < q2 < 8.0 82.6+11.5

�10.9

2.98+0.41

�0.39

± 0.07 3.20+0.44

�0.42

± 0.08± 0.24

11.0 < q2 < 12.5 70.5+10.4

�9.8

4.38+0.64

�0.61

± 0.14 4.72+0.69

�0.65

± 0.15± 0.36

15.0 < q2 < 17.0 83.0+10.4

�9.9

4.19+0.53

�0.50

± 0.11 4.51+0.57

�0.54

± 0.12± 0.34

17.0 < q2 < 19.0 54.2+7.8

�7.4

3.68+0.53

�0.50

± 0.13 3.96+0.57

�0.54

± 0.14± 0.30

1.0 < q2 < 6.0 100.9+12.8

�12.2

2.40+0.30

�0.29

± 0.07 2.58+0.33

�0.31

± 0.08± 0.19

15.0 < q2 < 19.0 135.4+13.2

�12.7

3.75+0.37

�0.35

± 0.12 4.04+0.39

�0.38

± 0.13± 0.30

4.1 Systematic uncertainties152

For the branching fraction ratio B(B0

s

! �µ

+

µ

�)/B(B0

s

! J/ �), systematic uncertainties153

are mostly due to uncertainties on the e�ciency ratio ✏
J/ �

/✏

�µµ

, which is taken from154

simulation. To evaluate the size of these e↵ects, the e�ciency ratio is recalculated after155

applying the corresponding systematic variation to the simulated samples. The observed156

deviation is taken as systematic uncertainty. The procedure to correct the tracking157

e�ciency in simulation introduces a systematic uncertainty on the e�ciency ratio of158

less than 0.6%. The correction to particle identification performance in simulation has a159

systematic uncertainty of 0.5%. The relative e�ciency is further a↵ected by the data-driven160

corrections to the simulation in the distribution of the variables p
T

(B0

s

) and �2

Vtx

(B0

s

), as161

6
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Table 2: Systematic uncertainties of the branching fraction ratio dB(B0

s

! �µ+µ�)/B(B0

s

!
J/ �)dq2.

Uncertainty [10�5GeV�2c4]

Systematic [0.1, 2] [2, 5] [5, 8] [11, 12.5] [15, 17] [17, 19] [1, 6] [15, 17]

Peaking bkg. 0.03 0.02 0.02 0.10 0.02 0.01 0.02 0.01

Simulation corr. 0.01 0.01 0.01 0.01 0.05 0.04 0.00 0.04

Angular model 0.04 0.00 0.01 0.00 0.01 0.06 0.00 0.01

E�ciency ratio 0.06 0.03 0.03 0.06 0.06 0.07 0.02 0.04

B (J/ !µ+µ�) 0.03 0.01 0.02 0.02 0.02 0.02 0.01 0.02

Signal mass model 0.02 0.01 0.03 0.03 0.03 0.00 0.05 0.05

Bkg. mass model 0.02 0.02 0.02 0.02 0.03 0.05 0.01 0.06

Quadratic sum 0.09 0.04 0.06 0.12 0.09 0.11 0.06 0.10

5 Angular analysis183

For the determination of the four CP -averages F

L

, S
3,4,7

and the four CP -asymmetries184

A

5,6,8,9

an unbinned maximum likelihood fit to the three-dimensional angular distribution185

of the signal decay as well as m(K+

K

�
µ

+

µ

�) is performed in each q

2 bin. The models186

described in Sec. 4 are used to parametrize the signal and background line shapes in187

m(K+

K

�
µ

+

µ

�). The angular distribution of the signal component is given by Eq. 1. The188

angular background distribution is described by the product of second-order Chebyshev189

polynomials in the three decay angles.190

The reconstruction, triggering and selection of signal candidates distorts the angular191

distributions of the final-state particles as well as the q

2 distribution. This acceptance192

e↵ect is parametrized using Legendre polynomials, according to193

✏(cos ✓
l

, cos ✓
K

,�, q2) =
X

klmn

c

klmn

P

k

(cos ✓
l

)P
l

(cos ✓
K

)P
m

(�)P
n

(q2), (3)

where P

i

(x) denote Legendre polynomials of order i and c

klmn

the coe�cients which194

are determined by performing a moments analysis using a large sample of simulated195

B

0

s

! �µ

+

µ

� signal events generated according to a phase-space model. The maximum196

order of the polynomials that are included is four for cos ✓
l

, two for cos ✓
K

, six for the angle197

� and five for q2. In addition, the acceptance is assumed to be symmetric in the decay198

angles. The acceptance description is cross-checked using the control mode B

0

s

! J/ �.199

An angular analysis of the control mode is performed and the angular observables are200

found to be in good agreement with the previous measurement [34].201

Appendix A displays the one-dimensional angular distribution of the signal decay in202

each q

2 bin, overlayed with the projections of the likelihood fit. For the q

2 bins with the203

9

Efficiency related uncertainties: 
Ø  Dominated by the limited size of the simulated signal sample 
Ø  Angular acceptance effects estimated by varying Wilson coefficients in generation   
Ø  Effect of corrections of simulated sample in general small  
 
Mass model uncertainties: 
Ø  Estimated with pseudo-experiments 
 
Dominant uncertainty for total branching fraction: 
Ø  Branching fraction of Bs →  J/Ψ ϕ  normalization channel:  7.5% 

FPCP 2015, Nagoya 

LHCb-PAPER-2015-023 
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Figure 7: One-dimensional projections of the fit to the angles cos ✓
l

, cos ✓
K

, � in bins of q2. The
signal component is shown by the solid blue, the background component by the shaded red area.
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Figure 7: One-dimensional projections of the fit to the angles cos ✓
l

, cos ✓
K

, � in bins of q2. The
signal component is shown by the solid blue, the background component by the shaded red area.
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Figure 8: One-dimensional projections of the fit to the angles cos ✓
l

, cos ✓
K

, � in bins of q2. The
signal component is shown by the solid blue, the background component by the shaded red area.
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Figure 8: One-dimensional projections of the fit to the angles cos ✓
l

, cos ✓
K

, � in bins of q2. The
signal component is shown by the solid blue, the background component by the shaded red area.
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Systematic uncertainties evaluated with pseudo-experiments: 
 
Mostly related to angular acceptance:   
Ø  Data-driven corrections of simulated signal sample: < 0.01 
Ø  Limited statistics of simulated sample: < 0.02 
 
 
Remaining peaking background: 
Ø  Estimated by injecting simulated Λb → Λ(1520) µµ  and B → K* µµ events: < 0.01 
 
 
S-wave pollution: 
Ø  Expected to be similar to Bs →  J/Ψ ϕ, estimated by simulating a 1.1% S-wave:  < 0.01 
 
 
Background parameterization: 
Ø  Dominant uncertainty from model choice: < 0.04 
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�0.23
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± 0.01 �0.03+0.18
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wave on the angular observables is determined to be smaller than 0.01 using toy studies.247

The combinatorial background is described using second-order Chebyshev polynomials248

determined from the upper mass sideband. The systematic uncertainty associated with249

this model choice is estimated by using first order polynomials instead. With a systematic250

e↵ect of up to 0.04 on the angular observables, depending on q

2 bin, this constitutes the251

dominant systematic uncertainty for the angular analysis. In addition, the e↵ect of fixing252

the angular background parameters in the nominal fit is evaluated using toy studies. The253

systematic deviation is found to be smaller than 0.02 for all observables and q

2 bins.254

6 Conclusions255

A measurement of the di↵erential branching fraction and the first full three-dimensional256

angular analysis of the decay B

0

s

! �µ

+

µ

� is presented, using the full Run I data sample257

of the LHCb experiment. The results are given in Tab. 1 and 3 and are the most precise258
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