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• Introduction to Lepton Flavour Universality
• The LHCb detector
• Electroweak penguin decays  
• The ratios RK and RK*

• Anomalies in Branching Fractions and angular distributions
• The semileptonic ratios RD* and RJ/y

• Outlook for the future 



Lepton Flavour Universality

Introduction: LFU in b ! s`+`�

Lepton flavor universality (LFU)

EW bosons in SM:

Fundamental feature of EW theory in the SM:
gauge couplings universal between ` 2 {e, µ, ⌧}

Di↵erence in dynamics driven solely by the
di↵erence in the masses (me < mµ ⌧ m⌧ ).

Charged Higgs in NP: Even if NP occurs, minimal flavor violation:
SM-like hierarchy in couplings

Eg., H+ couples to the 3rd generation heavy ⌧
[see LFU with ⌧ ’s by O. Leroy at 3:20pm today]

LFU violations between e and µ really unexpected and require
non-SM-like NP couplings.
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Couplings of Z,W and g to

do not depend on lepton flavour

Differences in decay rates are driven

by the different masses

me = 0.511MeV, mµ =105MeV, mt = 1777MeV

Semileptonic b decays to e and µ almost identical
Leptonic B®!n, B ®!! helicity-suppressed by m!
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¢

Heavy Z¢ boson in NP:

Steve Playfer
Nagoya University, November 15th 2018 3



The LHCb Detector

p/K/p

e µ
Forward detector (2<h<5)

The LHCb detector is not lepton flavour universal!
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Triggering at LHCb

• L0M: Muons identified with pT > 1.5 to 1.8 GeV/c 
• L0E: Electrons identified with ET > 2.5 to 3.0 GeV
• L0H: Any p/K from the signal decay with  ET > 3.5 GeV
• L0I: Other high pT tracks independent of the signal decay

• 2,3 or 4-track vertices displaced from the primary vertex 
and consistent with the signal decay mode

Hardware (Level 0) 

Software 
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Electron Reconstruction at LHCb
Bremsstrahlung recovery < 100%
with ET (g) > 75MeV 

Experimental aspects

Lepton reconstruction at LHCb: electrons

Large “shashlik” based ECAL: L0 trigger, �/⇡0 separation, electron
reconstruction, radiative B-decays [see b ! s� by F. Ramikov earlier today]

Energy resolution: �E
E ⇠ 1%⌦

10%p
E

Large bremsstrahlung losses from material interaction. Not 100%
recoverable. Low mass tail for the signal B ; poorer resolution.
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Figure 2. Number of candidates for B0→ K∗0ℓ+ℓ− final states with (left) muons and (right)
electrons as a function of the dilepton invariant mass squared, q2, and the four-body invariant mass
of the B0.

hardware electron trigger (L0E), candidates for which one of the hadrons from the K∗0

decay meets the hardware hadron trigger (L0H) requirements, and candidates triggered

by activity in the event not associated with any of the signal decay particles (L0I). For

B0→ K∗0µ+µ− candidates, at least one of the two leptons must satisfy the requirements

of the hardware muon trigger.

For the B0→ K∗0J/ψ (→ µ+µ−) decay mode, a dimuon mass interval within

100MeV/c2 of the known J/ψ mass is selected to identify candidates. It is not possible

to apply a tight q2 requirement to identify the B0→ K∗0J/ψ (→ e+e−) mode as, despite

the bremsstrahlung recovery, the e+e− invariant mass distribution has a long radiative

tail towards low values. This tail can be seen in figure 2. The q2 interval used to select

B0→ K∗0J/ψ (→ e+e−) candidates is between 6.0 and 11.0GeV2/c4, with the lower limit

corresponding to the upper boundary of the central-q2 bin.

The separation of the signal from the combinatorial background is based on neural-

network classifiers [50]. The same classifier is used for the resonant and nonresonant modes,

but muon and electron channels are treated separately. The classifiers are trained using

simulated B0→ K∗0ℓ+ℓ− decays, which have been corrected for known differences be-

tween data and simulation (see section 4), to represent the signal. Data candidates with

K+π−ℓ+ℓ− invariant masses larger than 5400MeV/c2 and 5600MeV/c2 are used to repre-

sent background samples for the muon and electron channel, respectively. To best exploit

the size of the available data sample for the training procedure, a k-folding technique [49]

is adopted with k = 10. The variables used as input to the classifiers are: the transverse

momentum, the quality of the vertex fit, the χ2
IP, the χ

2
VD (the χ2 on the measured distance

between the PV and the decay vertex), and the angle between the direction of flight and

the momentum of the B0 candidate, the K+π− and the dilepton pairs; the minimum and

maximum of the kaon and pion pT, and of their χ2
IP; the minimum and maximum of the

lepton pT values, and of their χ2
IP; and finally, the most discriminating variable, the quality

of the kinematic fit to the decay chain (this fit is performed with a constraint on the vertex

that requires the B0 candidate to originate from the PV). In each fold, only variables that

significantly improve the discriminating power of the classifier are kept.
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Electroweak Penguin Decays

T. Blake

Electroweak penguin decays
• Flavour changing neutral current transitions that only occur at loop 

order (and beyond) in the SM. 

!

!

!
• New particles can also contribute:  

!

!

!

enhancing/suppressing decay rates, introducing new sources of CP 
violation or modifying the angular distribution of the final-state particles. 

3

b s

µ+

µ−
ν

W− W+

tb s

µ+

µ−

t

γ, Z0

W−

b s

µ+

µ−
ν

H− H+

tb s

µ+

µ−

d̃i

γ, Z0

χ̃0 b s

µ+

µ−

d̃i

H0

g̃ b s

µ+

µ−
Z ′

SM diagrams involve 
the charged current 
interaction.

Flavour changing neutral current transitions require loops/boxes in the SM

Can replace W, Z, t with charged Higgs, Z¢, SUSY partners, leptoquarks or other NP 

Could in principle have tree level 
FCNC couplings, but these are strongly 
constrained by other measurements 
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Effective Theory 

8
T. Blake

• Can write a Hamiltonian for an effective theory of b→s processes: 

!

!

!

!

!

!

!

!NP can have all/some/none  
of the suppression of the SM, 
e.g  MFV inherits SM CKM 
suppression. 

Effective theory

11

Local 4 fermion operators with  
different Lorentz structures 

He↵ = �4GFp
2

VtbV
⇤
ts

↵e

4⇡

X

i

Ci(µ)Oi(µ) ,

Wilson coefficient  
(integrating out scales above μ)

�He↵ =
NP

⇤2
NP

ONP

NP scale
NP can modify 
SM contribution 
or introduce 
new operators

lim
q2!0

✓
g2

m2
W � q2

◆
=

g2

m2
W

c.f. Fermi theory of 
weak interaction where 
at low energies:

i.e. the full theory can 
be replaced by a 4-
fermion operator and a 
coupling constant, GF. 

T. Blake

• Can write a Hamiltonian for an effective theory of b→s processes: 

!

!

!

!

!

!

!

!NP can have all/some/none  
of the suppression of the SM, 
e.g  MFV inherits SM CKM 
suppression. 

Effective theory

11

Local 4 fermion operators with  
different Lorentz structures 

He↵ = �4GFp
2

VtbV
⇤
ts

↵e

4⇡

X

i

Ci(µ)Oi(µ) ,

Wilson coefficient  
(integrating out scales above μ)

�He↵ =
NP

⇤2
NP

ONP

NP scale
NP can modify 
SM contribution 
or introduce 
new operators

lim
q2!0

✓
g2

m2
W � q2

◆
=

g2

m2
W

c.f. Fermi theory of 
weak interaction where 
at low energies:

i.e. the full theory can 
be replaced by a 4-
fermion operator and a 
coupling constant, GF. 

Wilson coefficients Four-fermion operators

Backup

Operators for b ! s`+`�

Coupling is V ⇠
↵

4⇡
V

⇤
tsVtb; ⇤NP ⇠ 10-100 TeV

Main operators for b ! s`+`�

are O
(0)
7,9,10

Right-handed (primed) ones
suppressed by factors of ms/mb

in the SM.

O
(0)
7� =

mb

e
(s̄�µ⌫

PR(L)b)Fµ⌫

O
(0)
9V = (s̄�µPL(R)b)(¯̀�

µ`)

O
(0)
10A = (s̄�µPL(R)b)(¯̀�

µ�5`)

SM is (almost) purely left-handed
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C7 ~ -0.3 from the photon 

C9 ~  + 4 from EW vector 

C10 ~ -4 from EW axial-vector 

(   ) indicate RH contributions (suppressed by ms/mb in SM)

¢

¢

Integrate out scales above µ~mb

SM calculations of inclusive rates 
give (10% accuracy):
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Map of K(*)!! Contributions
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Measure Double Ratios
Experimental aspects

Yields for RK

Yields for B+
! K

+
e
+
e
� broken down in to the three trigger

categories, q2 2 [1, 6] GeV2:

Yield for B+
! K

+µ+µ� = 1226± 40
Biplab Dey LFU tests in b ! s`+`� at LHCb July 5th , 2018 8 / 14

Reduces dependence on simulation for selection and reconstruction efficiency. 
e
+
e
� final states [11]. In terms of measured quantities RK is written as

RK =

✓
NK+µ+µ�

NK+e+e�

◆✓
NJ/ (e+e�)K+

NJ/ (µ+µ�)K+

◆✓
✏K+e+e�

✏K+µ+µ�

◆✓
✏J/ (µ+µ�)K+

✏J/ (e+e�)K+

◆
, (2)

where NX is the observed yield in final state X, and ✏X is the e�ciency to trigger, reconstruct and
select that final state. Throughout this paper the number of K+

µ
+
µ
� and K

+
e
+
e
� candidates

always refers to the restricted q
2 range, 1 < q

2
< 6GeV2

/c
4.

The LHCb detector is a single-arm forward spectrometer covering the pseudorapidity range
2 < ⌘ < 5 and is described in detail in Ref. [12]. The simulated events used in this analysis are
produced using the software described in Refs. [13].

Candidate B
+
! K

+
`
+
`
� events are first required to pass the hardware trigger that selects

either muons with a high transverse momentum (pT) or large energy deposits in the electromagnetic
or hadronic calorimeters, which are a signature of high-pT electrons or hadrons. Events with muons
in the final state are required to be triggered by one or both muons in the hardware trigger. Events
with electrons in the final state are required to be triggered by either one of the electrons, the kaon
from the B

+ decay, or by other particles in the event. In the subsequent software trigger, at least
one of the final-state particles is required to both have pT > 800MeV/c and not to originate from
any of the primary pp interaction vertices (PVs) in the event. Finally, the tracks of the final-state
particles are required to form a vertex that is significantly displaced from the PVs. A multivariate
algorithm [14] is used for the identification of secondary vertices consistent with the decay of a b

hadron.
A K

+
`
+
`
� candidate is formed from a pair of well-reconstructed oppositely charged particles

identified as either electrons or muons, combined with another track that is identified as a charged
kaon. Each particle is required to have pT > 800MeV/c and be inconsistent with coming from
any PV. The two leptons are required to originate from a common vertex, which is significantly
displaced from all of the PVs in the event. The K

+
`
+
`
� candidate is required to have a good

vertex fit, and the K
+
`
+
`
� candidate is required to point to the best PV, defined by the lowest

impact parameter (IP).
Muons are initially identified by tracks that penetrate the calorimeters and the iron filters in the

muon stations [15]. Further muon identification is performed with a multivariate classifier that uses
information from the tracking system, the muon chambers, the ring-imaging Cherenkov (RICH)
detectors and the calorimeters to provide separation of muons from pions and kaons. Electron
identification is provided by matching tracks to an electromagnetic calorimeter (ECAL) cluster,
combined with information from the RICH detectors, to build an overall likelihood for separating
electrons from pions and kaons.

Bremsstrahlung from the electrons can significantly a↵ect the measured electron momentum
and the reconstructed B

+ candidate mass. To improve the accuracy of the electron momentum
reconstruction, a correction for the measured momenta of photons associated to the electron is
applied. If an electron radiates a photon downstream of the dipole magnet, the photon enters the
same ECAL cells as the electron itself and the original energy of the electron is measured by the
ECAL. However, if an electron radiates a photon upstream of the dipole magnet, the energy of the
photon will not be deposited in the same ECAL cells as the electron. After correction, the ratio of
electron energy to the momentum measured by the ECAL is expected to be consistent with unity;

2

10

667(1)k
J/y(µµ) 
events 

1226(41)
K µµ
events
1<q2<6GeV2

L0 muon

3/fb at 
7-8TeV

J/y(ee) J/y(ee)J/y(ee)

K ee K ee K ee

PRL 113, 151601 
(2014)

LHCb

LHCb

LHCb

LHCb LHCb
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Result for RK
LHCb PRL 113, 151601 (2014):    RK = 0.745+0.09

-0.07 (stat) � 0.036 (syst)

3/fb at 7-8TeV         Window 1 < q2 < 6 GeV2 2.6s away from SM   RK=1(10-2)

Errors are almost entirely from Kee samples.
Dominant systematics from fit shapes and bremsstrahlung correction.

For comparison: 

BaBar PRD86, 032012 (2012):      RK = 0.74+0.31
-0.25 (stat) � 0.07 (syst)    

Window 0.1 < q2 < 8 GeV2

Belle  PRL103, 171801 (2009):      RK = 1.03� 0.19 (stat) � 0.06 (syst)               
All q2 apart from J/y and y¢ regions 
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K*!! signals

JHEP08(2017)055
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Figure 6. Fit to the m(K+π−µ+µ−) invariant mass of (top) B0→ K∗0µ+µ− in the low- and
central-q2 bins and (bottom) B0→ K∗0J/ψ (→ µ+µ−) candidates. The dashed line is the signal
PDF, the shaded shapes are the background PDFs and the solid line is the total PDF. The fit
residuals normalised to the data uncertainty are shown at the bottom of each distribution.

B0→ K∗0ℓ+ℓ−
B0→ K∗0J/ψ (→ ℓ+ℓ−)

low-q2 central-q2

µ+µ− 285 + 18
− 18 353 + 21

− 21 274416 + 602
− 654

e+e− (L0E) 55 + 9
− 8 67 + 10

− 10 43468 + 222
− 221

e+e− (L0H) 13 + 5
− 5 19 + 6

− 5 3388 + 62
− 61

e+e− (L0I) 21 + 5
− 4 25 + 7

− 6 11505 + 115
− 114

Table 2. Yields obtained from the mass fits to the muon and electron (in the three trigger cate-
gories) channels. The uncertainties are statistical only.

mode shows an imperfect description of the combinatorial background at high mass values,

although the effect on the signal yield is negligible. The resulting yields are listed in table 2.

8 Efficiencies

The efficiency for selecting each decay mode is defined as the product of the efficiencies of

the geometrical acceptance of the detector, the complete reconstruction of all tracks, the
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residuals normalised to the data uncertainty are shown at the bottom of each distribution.

B0→ K∗0ℓ+ℓ−
B0→ K∗0J/ψ (→ ℓ+ℓ−)

low-q2 central-q2

µ+µ− 285 + 18
− 18 353 + 21

− 21 274416 + 602
− 654

e+e− (L0E) 55 + 9
− 8 67 + 10

− 10 43468 + 222
− 221

e+e− (L0H) 13 + 5
− 5 19 + 6

− 5 3388 + 62
− 61

e+e− (L0I) 21 + 5
− 4 25 + 7

− 6 11505 + 115
− 114

Table 2. Yields obtained from the mass fits to the muon and electron (in the three trigger cate-
gories) channels. The uncertainties are statistical only.

mode shows an imperfect description of the combinatorial background at high mass values,

although the effect on the signal yield is negligible. The resulting yields are listed in table 2.

8 Efficiencies

The efficiency for selecting each decay mode is defined as the product of the efficiencies of

the geometrical acceptance of the detector, the complete reconstruction of all tracks, the
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Figure 6. Fit to the m(K+π−µ+µ−) invariant mass of (top) B0→ K∗0µ+µ− in the low- and
central-q2 bins and (bottom) B0→ K∗0J/ψ (→ µ+µ−) candidates. The dashed line is the signal
PDF, the shaded shapes are the background PDFs and the solid line is the total PDF. The fit
residuals normalised to the data uncertainty are shown at the bottom of each distribution.
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B0→ K∗0J/ψ (→ ℓ+ℓ−)

low-q2 central-q2

µ+µ− 285 + 18
− 18 353 + 21

− 21 274416 + 602
− 654

e+e− (L0E) 55 + 9
− 8 67 + 10

− 10 43468 + 222
− 221

e+e− (L0H) 13 + 5
− 5 19 + 6

− 5 3388 + 62
− 61

e+e− (L0I) 21 + 5
− 4 25 + 7

− 6 11505 + 115
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Table 2. Yields obtained from the mass fits to the muon and electron (in the three trigger cate-
gories) channels. The uncertainties are statistical only.

mode shows an imperfect description of the combinatorial background at high mass values,

although the effect on the signal yield is negligible. The resulting yields are listed in table 2.

8 Efficiencies

The efficiency for selecting each decay mode is defined as the product of the efficiencies of

the geometrical acceptance of the detector, the complete reconstruction of all tracks, the
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Figure 7. Fit to the m(K+π−e+e−) invariant mass of (top) B0→ K∗0e+e− in the low- and
central-q2 bins and (bottom) B0→ K∗0J/ψ (→ e+e−) candidates. The dashed line is the signal
PDF, the shaded shapes are the background PDFs and the solid line is the total PDF. The fit
residuals normalised to the data uncertainty are shown at the bottom of each distribution.

trigger requirements and the full set of kinematic, PID and background rejection require-

ments. All efficiencies are determined using simulation that is tuned to data, as described in

section 4, and account for bin migration in q2 due to resolution, FSR and bremsstrahlung

in the detector. The net bin migration amounts to about 1% and 5% in the low- and

central-q2 regions, respectively.

The efficiency ratios between the nonresonant and the resonant modes,

εℓ+ℓ−/εJ/ψ (ℓ+ℓ−), which directly enter in the RK∗0 measurement, are reported in table 3.

Besides a dependence on the kinematics, the difference between the ratios in the two q2

regions is almost entirely due to the different requirement on the neural-network classifier.

The relative fraction of the electron trigger categories is checked using simulation to de-

pend on q2 as expected: the fraction of L0E decreases when decreasing in q2, while L0H

increases; on the other hand, the fraction of L0I only mildly depends on q2.

9 Cross-checks

A large number of cross-checks were performed before unblinding the result. The control

of the absolute scale of the efficiencies is tested by measuring the ratio of the branching

fractions of the muon and electron resonant channels

rJ/ψ =
B(B0→ K∗0J/ψ (→ µ+µ−))

B(B0→ K∗0J/ψ (→ e+e−))
,

– 14 –
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Figure 7. Fit to the m(K+π−e+e−) invariant mass of (top) B0→ K∗0e+e− in the low- and
central-q2 bins and (bottom) B0→ K∗0J/ψ (→ e+e−) candidates. The dashed line is the signal
PDF, the shaded shapes are the background PDFs and the solid line is the total PDF. The fit
residuals normalised to the data uncertainty are shown at the bottom of each distribution.

trigger requirements and the full set of kinematic, PID and background rejection require-

ments. All efficiencies are determined using simulation that is tuned to data, as described in

section 4, and account for bin migration in q2 due to resolution, FSR and bremsstrahlung

in the detector. The net bin migration amounts to about 1% and 5% in the low- and

central-q2 regions, respectively.

The efficiency ratios between the nonresonant and the resonant modes,

εℓ+ℓ−/εJ/ψ (ℓ+ℓ−), which directly enter in the RK∗0 measurement, are reported in table 3.

Besides a dependence on the kinematics, the difference between the ratios in the two q2

regions is almost entirely due to the different requirement on the neural-network classifier.

The relative fraction of the electron trigger categories is checked using simulation to de-

pend on q2 as expected: the fraction of L0E decreases when decreasing in q2, while L0H

increases; on the other hand, the fraction of L0I only mildly depends on q2.

9 Cross-checks

A large number of cross-checks were performed before unblinding the result. The control

of the absolute scale of the efficiencies is tested by measuring the ratio of the branching

fractions of the muon and electron resonant channels

rJ/ψ =
B(B0→ K∗0J/ψ (→ µ+µ−))

B(B0→ K∗0J/ψ (→ e+e−))
,
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Figure 7. Fit to the m(K+π−e+e−) invariant mass of (top) B0→ K∗0e+e− in the low- and
central-q2 bins and (bottom) B0→ K∗0J/ψ (→ e+e−) candidates. The dashed line is the signal
PDF, the shaded shapes are the background PDFs and the solid line is the total PDF. The fit
residuals normalised to the data uncertainty are shown at the bottom of each distribution.

trigger requirements and the full set of kinematic, PID and background rejection require-

ments. All efficiencies are determined using simulation that is tuned to data, as described in

section 4, and account for bin migration in q2 due to resolution, FSR and bremsstrahlung

in the detector. The net bin migration amounts to about 1% and 5% in the low- and

central-q2 regions, respectively.

The efficiency ratios between the nonresonant and the resonant modes,

εℓ+ℓ−/εJ/ψ (ℓ+ℓ−), which directly enter in the RK∗0 measurement, are reported in table 3.

Besides a dependence on the kinematics, the difference between the ratios in the two q2

regions is almost entirely due to the different requirement on the neural-network classifier.

The relative fraction of the electron trigger categories is checked using simulation to de-

pend on q2 as expected: the fraction of L0E decreases when decreasing in q2, while L0H

increases; on the other hand, the fraction of L0I only mildly depends on q2.

9 Cross-checks

A large number of cross-checks were performed before unblinding the result. The control

of the absolute scale of the efficiencies is tested by measuring the ratio of the branching

fractions of the muon and electron resonant channels

rJ/ψ =
B(B0→ K∗0J/ψ (→ µ+µ−))

B(B0→ K∗0J/ψ (→ e+e−))
,

– 14 –
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Results for RK*
LHCb JHEP 08, 055 (2017)                   3/fb at 7-8TeV  

RK* = 0.66+0.11
-0.07 (stat) � 0.03 (syst)       for    0.045 < q2 < 1.1 GeV2

2.2s  away from SM prediction of  RK*=0.926(4) 

RK* = 0.69+0.11
-0.07 (stat) � 0.05 (syst)       for        1.1 < q2 < 6 GeV2

2.5s  away from SM prediction of  RK*=1(10-2)

For comparison: 

BaBar PRD86, 032012 (2012):      RK* = 1.06+0.48
-0.33 (stat) � 0.08 (syst)    

Window 0.1 < q2 < 8 GeV2

Belle  PRL103, 171801 (2009):      RK* = 0.83� 0.17 (stat) � 0.05 (syst)               

All q2 apart from J/y and y¢ regions 

Steve Playfer
Nagoya University, November 15th 2018 13
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K(*) µµ Branching Fractions
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Figure 5: Di↵erential branching fraction of B0! K⇤(892)0µ+µ� decays as a function of q2. The
data are overlaid with the SM prediction from Refs. [48,49]. No SM prediction is included in the
region close to the narrow cc̄ resonances. The result in the wider q2 bin 15.0 < q2 < 19.0GeV2/c4

is also presented. The uncertainties shown are the quadratic sum of the statistical and systematic
uncertainties, and include the uncertainty on the B0! J/ K⇤0 and J/ ! µ+µ� branching
fractions.

Table 2: Di↵erential branching fraction of B0! K⇤(892)0µ+µ� decays in bins of q2. The first
uncertainty is statistical, the second systematic and the third due to the uncertainty on the
B0! J/ K⇤0 and J/ ! µ+µ� branching fractions.

q2 bin (GeV2/c4) dB/dq2 ⇥ 10�7 (c4/GeV2)

0.10 < q2 < 0.98 1.016+0.067
�0.073 ± 0.029± 0.069

1.1 < q2 < 2.5 0.326+0.032
�0.031 ± 0.010± 0.022

2.5 < q2 < 4.0 0.334+0.031
�0.033 ± 0.009± 0.023

4.0 < q2 < 6.0 0.354+0.027
�0.026 ± 0.009± 0.024

6.0 < q2 < 8.0 0.429+0.028
�0.027 ± 0.010± 0.029

11.0 < q2 < 12.5 0.487+0.031
�0.032 ± 0.012± 0.033

15.0 < q2 < 17.0 0.534+0.027
�0.037 ± 0.020± 0.036

17.0 < q2 < 19.0 0.355+0.027
�0.022 ± 0.017± 0.024

1.1 < q2 < 6.0 0.342+0.017
�0.017 ± 0.009± 0.023

15.0 < q2 < 19.0 0.436+0.018
�0.019 ± 0.007± 0.030

12

Corrected for 10% S-wave Kp using 
angular/mass fit

SM predictions
with form factor
uncertainties
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Figure 2: Di↵erential branching fraction results for the B+
! K+µ+µ�, B0

! K0µ+µ� and
B+

! K⇤+µ+µ� decays. The uncertainties shown on the data points are the quadratic sum
of the statistical and systematic uncertainties. The shaded regions illustrate the theoretical
predictions and their uncertainties from light cone sum rule and lattice QCD calculations.

Table 3: Integrated branching fractions (10�8) in the high q2 region. For the B ! Kµ+µ�

modes the region is defined as 15� 22GeV2/c4, while for B+
! K⇤+µ+µ� it is 15� 19GeV2/c4.

Predictions are obtained using the form factors calculated in lattice QCD over the same q2

regions. For the measurements, the first uncertainty is statistical and the second systematic.

Decay mode Measurement Prediction

B+
! K+µ+µ� 8.5± 0.3± 0.4 10.7± 1.2

B0
! K0µ+µ� 6.7± 1.1± 0.4 9.8± 1.0

B+
! K⇤+µ+µ� 15.8 +3.2

�2.9 ± 1.1 26.8± 3.6

measurements are all individually consistent with their respective predictions, they all
have values below those.

9
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Are K(*)µµ BFs below SM?
K(*)ee BFs agree with SM!
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More Branching Fractions

These BFs also below SM?
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Figure 4: The di↵erential branching fraction of B+! ⇡+µ+µ� in bins of dilepton invariant mass
squared, q2, compared to SM predictions taken from Refs. [1] (APR13), [6] (HKR15) and from
lattice QCD calculations [7] (FNAL/MILC15).

and in the region 15.0 < q2 < 22.0GeV2/c4 is

B(B+! ⇡+µ+µ�)

B(B+! K+µ+µ�)
= 0.037± 0.008 (stat)± 0.001 (syst) .

These results are the most precise measurements of these quantities to date.

5.2 CKM matrix elements

The ratio of CKM matrix elements |Vtd/Vts| can be calculated from the ratio of branching
fractions, B(B+ ! ⇡+µ+µ�)/B(B+ ! K+µ+µ�), and is given in terms of measured
quantities

|Vtd/Vts|2 =
B(B+! ⇡+µ+µ�)

B(B+! K+µ+µ�)
⇥

R
FKdq2R
F⇡dq2

(3)

where F⇡(K) is the combination of form factor, Wilson coe�cients and phase space factor for
the B+ ! ⇡(K) decay. The values of

R
F⇡,Kdq2 are calculated using the EOS package [29],

with B+ ! ⇡+ form factors taken from Refs. [30,31] and B+ ! K+ form factors taken from
Ref. [32]. The EOS package is a framework for calculating observables, with uncertainties,
in semileptonic b-quark decays for both SM and new physics parameters. In order to
take into account the correlations between the theory inputs for the matrix element ratio
calculation, the EOS package is used to produce a PDF as a function of the B+! ⇡+µ+µ�

9

B+®pµµ

J
H
E
P
0
9
(
2
0
1
5
)
1
7
9

]4c/2 [GeV2q
5 10 15

]
4 c

-2
G

eV
-8

 [
1
0

2
q

)/
d

µ
µ

φ
→

s0
B

d
B

( 0

1

2

3

4

5

6

7

8

9
LHCb

SM pred.

Data

Figure 4. Differential branching fraction of the decay B0
s → φµ+µ−, overlaid with SM predic-

tions [4, 5] indicated by blue shaded boxes. The vetoes excluding the charmonium resonances are
indicated by grey areas.

efficiency on the underlying physics model. Its effect on the branching fraction measure-

ment is evaluated by varying the Wilson coefficient C9 used in the generation of simulated

signal events. By allowing a New Physics contribution of −1.5, which is motivated by the

global fit results in ref. [38], the resulting systematic uncertainty is found to be less than

1.6%. The selection requirements introduce a decay-time dependence of the efficiencies

which can, due to the sizeable lifetime difference in the B0
s system [39], affect the mea-

sured branching fraction [40]. The systematic uncertainty is determined with simulated

B0
s → φµ+µ− signal events, generated using time-dependent decay amplitudes as described

in ref. [12]. When varying the Wilson coefficients, the size of the effect is found to be at

most 1.6%, which is taken as the systematic uncertainty. The statistical uncertainty due to

the limited size of the simulated signal samples leads to a systematic uncertainty of 1.9%.

The systematic uncertainties due to the parametrisation of the mass shapes are eval-

uated using pseudoexperiments. For the signal mass model, events are generated using a

double Gaussian mass shape, and then fitted using both the double Gaussian as well as the

nominal signal mass shape, taking the observed deviation as the systematic uncertainty.

For the parametrisation of the combinatorial background, the nominal exponential function

is compared with a linear mass model. The systematic uncertainties due to the modelling

of the signal and background mass shape are 2.1% and 1.6%, respectively. Peaking back-

grounds are neglected in the fit for determination of the signal yields. The main sources of

systematic uncertainty are caused by contributions from the decays Λ0
b → pK−µ+µ− and

B0 → K∗0µ+µ−, resulting in systematic uncertainties of 0.2 − 2.2%, depending on the q2

bin. Finally, the uncertainty on the branching fraction of the decay J/ψ → µ+µ− amounts

to a systematic uncertainty of 0.6%. The complete list of systematic uncertainties is given

in table 2.

For the total branching fraction of the signal decay, the uncertainty on the branching

fraction of the normalisation channel is the dominant systematic uncertainty, at the level

– 8 –
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Figure 5. Measured Λ0
b → Λµ+µ− branching fraction as a function of q2 with the predictions of

the SM [15] superimposed. The inner error bars on data points represent the total uncertainty on
the relative branching fraction (statistical and systematic); the outer error bar also includes the
uncertainties from the branching fraction of the normalisation mode.

q2 interval [GeV2/c4] dB(Λ0
b→ Λµ+µ−)/dq2 · 10−7[(GeV2/c4)−1]

0.1–2.0 0.36 +0.12
− 0.11

+0.02
− 0.02 ± 0.07

2.0–4.0 0.11 +0.12
− 0.09

+0.01
− 0.01 ± 0.02

4.0–6.0 0.02 +0.09
− 0.00

+0.01
− 0.01 ± 0.01

6.0–8.0 0.25 +0.12
− 0.11

+0.01
− 0.01 ± 0.05

11.0–12.5 0.75 +0.15
− 0.14

+0.03
− 0.05 ± 0.15

15.0–16.0 1.12 +0.19
− 0.18

+0.05
− 0.05 ± 0.23

16.0–18.0 1.22 +0.14
− 0.14

+0.03
− 0.06 ± 0.25

18.0–20.0 1.24 +0.14
− 0.14

+0.06
− 0.05 ± 0.26

1.1–6.0 0.09 +0.06
− 0.05

+0.01
− 0.01 ± 0.02

15.0–20.0 1.20 +0.09
− 0.09

+0.02
− 0.04 ± 0.25

Table 4. Measured differential branching fraction of Λ0
b → Λµ+µ−, where the uncertainties are

statistical, systematic and due to the uncertainty on the normalisation mode, Λ0
b → J/ψΛ, respec-

tively.

the precision of the branching fraction for the normalisation channel, while the uncertainty

on the relative branching fraction is dominated by the size of the data sample available.

The data are consistent with the theoretical predictions in the high-q2 region but lie below

the predictions in the low-q2 region.
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Angular analysis of K*µµ
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Figure 8: The optimised angular observables in bins of q2, determined from a maximum likelihood
fit to the data. The shaded boxes show the SM prediction taken from Ref. [14].
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P5¢ = S5 /√[FL(1-FL)]

Is an angular coefficient that 
is designed to be insensitive 
to form factors

T. Blake
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Form-factor “free” observables
• In QCD factorisation/SCET 

there are only two form-factors  

➡ One is associated with A0 
and the other A|| and A⊥.  

• Can then construct ratios of 
observables which are 
independent of these soft form-
factors at leading order, e.g.  

10

[LHCb, JHEP 02 (2016) 104],  !
[Belle, PRL 118 (2017) 111801],!
[ATLAS-CONF-2017-023], !
[CMS, PLB 781 (2018) 517].!

P 0
5 = S5/

p
FL(1� FL)

• P’5 is one of a set of so-called form-factor free observables that can be 
measured [Descotes-Genon et al. JHEP 1204 (2012) 104].

16

JHEP 02, 104 (2016)

LHCb says disagreement with 
SM is at the level of 3.4s

Supported by Belle and maybe ATLAS.
Not confirmed by CMS. 

3/fb at 7-8TeV

DHMV = Descotes-Genon et al
JHEP 12, 125 (2014) 



K*µµ FL and AFB
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Figure 6: The CP -averaged observables in bins of q2, determined from a maximum likelihood fit
to the data. The shaded boxes show the SM predictions based on the prescription of Ref. [19].
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Figure 6: The CP -averaged observables in bins of q2, determined from a maximum likelihood fit
to the data. The shaded boxes show the SM predictions based on the prescription of Ref. [19].
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JHEP 02,014 (2016)3/fb at 7-8TeV

Zero-crossing point shifted up in q2

Longitudinal K* polarisation Lepton forward-backward asymmetry

ABSZ = Altmannshofer & Straub
EPJC 75, 882 (2015) 
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Angular analysis of K*ee
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JHEP 04, 064 (2015)

0.002 < q2 < 1.12GeV2

J
H
E
P
0
4
(
2
0
1
5
)
0
6
4

Uncorrected values Corrected values

FL 0.15± 0.06 0.16± 0.06± 0.03

A(2)
T −0.22± 0.23 −0.23± 0.23± 0.05

AIm
T +0.14± 0.22 +0.14± 0.22± 0.05

ARe
T +0.09± 0.18 +0.10± 0.18± 0.05

Table 1: Fit results for the angular observables FL, A
(2)
T , AIm

T and ARe
T . The second column

corresponds to the uncorrected values directly obtained from the fit while the third column gives
the final results after the correction for the (3.8± 1.9)% of B0→ K∗0γe+e− contamination and for
the small fit biases due to the limited size of the data sample. The first uncertainty is statistical and
the second systematic.
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Figure 4: Distributions of the K+π−e+e− invariant mass, cos θℓ, cos θK and φ̃ variables for the
B0→ K∗0e+e− decay mode and the three trigger categories grouped together. The dashed line is
the signal PDF, the light grey area corresponds to the combinatorial background, the dark grey
area is the PR background. The solid line is the total PDF.

The uncertainties due to the description of the shape of the combinatorial background

are obtained from the uncertainties on the parameters describing the shapes and by allowing

for potential cos 2φ̃ and sin 2φ̃ modulations.

To estimate the uncertainties due to the modelling of the PR background the FL,PR

parameter is varied between 0.17 and 0.5. The systematic uncertainties related to the A(2)
T

and AIm
T observables depend on the values of the observables themselves: their sizes are

assessed by varying the damping factor up to 0.5, i.e. reducing the distortions of the φ̃

– 12 –

J
H
E
P
0
4
(
2
0
1
5
)
0
6
4

]4c/2 [GeV 2q
0.2 0.4 0.6 0.8 1

E
ve

nt
s 

/ B
in

0

20

40

60

80

100
sPlot −e+e0*K → 0B Data

−e+e0*K → 0B MC

 −e+e
γ0*K → 0B MC

Sum of the above

LHCb

Figure 5: Distribution of the reconstructed q2 from an sPlot of data (black points). The dashed
line represents the B0→ K∗0e+e− contribution and the grey area corresponds to the 3.8% B0→
K∗0γe+e− contamination. The solid line is the sum of the two.

the reconstructed q2 interval 0.0004 to 1GeV2/c4. An uncertainty on the q2 effective limits

is assigned as half of the q2 limit modification. The true q2 effective range is thus from

0.0020± 0.0008 to 1.120± 0.060GeV2/c4. This range should be used to compare the FL,

A(2)
T , AIm

T and ARe
T measurements with predictions.

8 Summary

An angular analysis of the B0→ K∗0e+e− decay is performed using proton-proton collision

data, corresponding to an integrated luminosity of 3.0 fb−1, collected by the LHCb experi-

ment in 2011 and 2012. Angular observables are measured for the first time in an effective

q2 range from 0.0020± 0.0008 to 1.120± 0.060GeV2/c4. The results are

FL = 0.16± 0.06± 0.03

A(2)
T = −0.23± 0.23± 0.05

AIm
T = +0.14± 0.22± 0.05

ARe
T = +0.10± 0.18± 0.05,

where the first contribution to the uncertainty is statistical and the second systematic.

The results are consistent with SM predictions [2, 43]. For the low average value of q2 of

this analysis, the formulae relating A(2)
T and AIm

T and C7 and C′
7 in eq. 1.3 are accurate at

the 5% level, for SM values of the ratios of Wilson coefficients C9/C7 and C10/C7. At this
level of precision and for SM values of C7, the ratio C′

7/C7 is compatible with zero. This

determination is more precise than that obtained from the average of the time-dependent

measurements of CP asymmetry in B0→ K∗0(→ K0
Sπ

0)γ decays [16, 17].

– 14 –

“For SM values of C7
the ratio C7¢/C7 is 
compatible with zero” 

Low q2 region is 
described by photon pole.

3/fb at 7-8TeV
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Global Fits for Wilson coefficients
Including RK and RK*BF and angular fits

Altmannshofer et al 1703.09189, 1704.05435

Consistent with DC9 ~ -1 due to NP. Could also be a small shift in DC10 . 
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LHCb Upgrade 2019-2020

Steve Playfer
Nagoya University, November 15th 2018 20

New 
Pixel 
VELO

New Si
Upstream 
Tracker

New SciFi
Downstream 
Tracker

New 
RICH 1
Optics

MaPMT
for RICH 
Photosensors

New ECAL/HCAL
electronics

New Muon
electronics

Designed for 40MHz readout with a full trigger in software.  
Instantaneous luminosity 2x1033/cm2/s (increase x5)

LHCb Upgrade TDR
CERN-LHCC-2012-007



Outlook for RK and RK*

Ø All results based on 3/fb at 7-8TeV   (Run 1 2010-2012)

Ø We have another 6/fb at 13TeV (Run 2 2015-2018)
x4 in B statistics due to increased production X-section

Ø LHCb upgrade during shutdown (2019-2020) 
40MHz readout and trigger entirely in software
Better calorimeter granularity and timing for electrons

Ø Integrated luminosity 50/fb in Runs 3 & 4 
Higher instantaneous luminosity 2x1033/cm2/s

Ø Possible major upgrade in ~2030 
Much higher luminosity 2x1034, with target of 300/fb

Steve Playfer
Nagoya University, November 15th 2018 21

1< q2 < 6 GeV2

s(RK)    s(RK*)

0.09       0.11  (stat)
0.036     0.050 (syst)

0.043     0.052

After upgrade can
reduce syst errors

0.017      0.020 

0.007      0.008 

similar to  s(SM)     More on upgrades in talk by Eugeni Grauges Pous

Physics case for LHCb Upgrade II  arXiv:1808.08865 (2018)
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Semileptonic D(*)!n decays
Review by Ciazarek et al 
Nature 546, 227 (2017)  

SM predictions of R(D(*)) = D(*)tn/D(*)µn

R(D) = 0.299(6), R(D*) = 0.252(3)

Introduction
SM features Lepton Flavor Universality (LFU): equal electroweak coupling to all
charged leptons. Branching ratios to e, µ and ⌧ differ only due to their mass

However, some deviations measured already at LEP
2�(W!⌧⌫⌧ )

�(W!e⌫e)+�(W!µ⌫µ) = 1.077 ± 0.026, 2.8� above SM [arXiv:0511027]

In this talk, tests LFU in semitauonic decays measuring the following ratios:

R(Xc) =
B(B ! Xc⌧

+⌫⌧ )
B(B ! Xcµ+⌫µ)

, Xc = D
⇤ or J/ 

SM predictions:

I R(D⇤) = 0.258 ± 0.005 [HFLAV Summer 2018]

I R(J/ ) 2 [0.25, 0.28]
[PLB452 (1999) 120, arXiv:0211021, PRD73 (2006) 054024, PRD74 (2006) 074008]

Ratios sensitive to possible NP coupling

mainly to the 3rd generation

b c

q

B Xc

W
+

⌧+

⌫⌧

b c

q

B Xc

⌧+ ⌫⌧

LQ

Only LHCb Run 1 data, 3 fb�1, 2011(12),
p

s = 7(8)TeV
⌧+ is reconstructed either into µ+⌫µ⌫̄⌧ (muonic) or 3⇡(⇡0)⌫̄⌧ (hadronic) modes

Olivier Leroy (CPPM) Tests of LFU with semitauonic b-quark decays 5 July 2018 3 / 18
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 efficiencies. The combination of these four measurements constitutes 
the first observation of a purely leptonic B− decay. Whereas the early 
measurements favoured somewhat larger values, the current average31 of

τ ν→ = . ± . ×τ
− − −B B( ) (1 06 0 19) 10 (6)4

is compatible with the standard model prediction (equation (1)), which 
is lower by 1.4 standard deviations.

Measurements of B  → D(*)τ−   ντ decays 
As defined in equations (4) and (5), ∗RD( ) corresponds to the ratio of 
branching fractions for τ ν→ τ

∗ −B D( )  (signal) and ν→ τ
∗ −B D ℓ( )  (normali-

zation). BaBar and Belle events containing such decays are selected by 
requiring a hadronic Btag, a D or D* meson, and a charged lepton  
ℓ− = e−, µ−. Charged and neutral D candidates are reconstructed from 
combinations of pions and kaons with invariant masses compatible with 
the D meson mass. The higher-mass D*0 and D*+ mesons are identified 
by their D* → Dπ and D* → Dγ decays. In signal decays, the lepton ℓ− 
originates from the τ ν ν→ τ

− −ℓ ℓ decay, leading to a final state with three 
neutrinos and resulting in a broad mmiss

2  distribution, while in normali-
zation decays the lepton originates from the B decay with a single neutrino 
and therefore ≈m 0miss

2 . Non-BB  backgrounds and misreconstructed 
events are greatly suppressed by the Btag reconstruction. The remaining 
background is further reduced by multivariate selections.

At LHCb, only decays of B 0 mesons producing a µ− and D*+ meson 
are selected. Muons are favoured over electrons because of their higher 
detection efficiency and momentum resolution. The D*+ meson is recon-
structed exclusively in D*+ → D0(→K−π+)π+ decays. B mesons produced 
at LHCb have a flight path of the order of 1 cm. This feature is exploited 
to reject the bulk of the background, by requiring that the charged parti-
cles from the B candidate and no other tracks originate from a common 
vertex that is significantly separated from the pp collision point. The 
reduction in signal efficiency due to the use of a single decay chain is 
compensated by the very large production rate of B mesons at the LHC. 
The direction of the B momentum is inferred from the reconstructed pp 
collision point and the D*+µ− vertex, but its magnitude is unknown. 
LHCb approximates the B momentum by equating its component parallel 
to the beam axis to that of the D*+µ− combination, rescaled by the ratio 
of the B mass to the measured D*+µ− mass.

The yields for the signal, normalization, and various background con-
tributions are determined by maximum likelihood fits to the observed 
data distributions. Control samples are used to validate the simulated 
distributions and constrain the size and kinematic features of the back-
ground contributions.

All three experiments rely on the variables mmiss
2 , ∗E ℓ (the energy of the 

charged lepton in the B rest frame) and q2. BaBar and Belle restrict the 
data to q2 > 4 GeV2 to enhance the contribution from signal decays. BaBar 
performs the fit in two dimensions whereas LHCb covers the whole q2 
range in four intervals, thus performing a fully three-dimensional fit. The 

Belle collaboration performs a one-dimensional fit to the mmiss
2  distribu-

tion in the low-mmiss
2  region < .m( 0 85GeV )miss

2 2  dominated by the nor-
malization decays, combined with a fit to a multivariate classifier in the 
high-mmiss

2  region. This classifier includes mmiss
2 , ∗E ℓ, Eextra, and additional 

kinematic variables.
Figure 5 shows one-dimensional projections of the data and the fitted 

contributions from signal, normalization, and background decays. For 
BaBar (and likewise for Belle), the mmiss

2  distributions show a narrow peak 
at zero (Fig. 5a, d), dominated by normalization decays with a single neu-
trino, whereas the signal events with three neutrinos extend to about 
10 GeV2. For ν→ τ

−B Dℓ  decays, there is a sizeable contribution from 
ν→ τ

∗ −B D ℓ  decays, for which the pion or photon from the D* → Dπ or 
D* → Dγ decay was not reconstructed. For LHCb, the peak at zero is 
somewhat broader and has a long tail into the signal region (Fig. 5h) 
because of the sizeable uncertainty in the estimation of the Bsig  
momentum. The ∗E ℓ distributions (Fig. 5c, f, i) provide additional discri-
mination, since a lepton from a normalization decay has a higher average  
momentum than a lepton originating from a secondary τ ν ν→ τ

− −ℓ ℓ  
decay in signal B decays.

Among the background contributions, semileptonic B decays to D** 
mesons (charm mesons of higher mass than the D* mesons) are of con-
cern, primarily because their branching fractions are not well known. 
These D** states decay to a D or D* meson plus additional particles that, 
if not reconstructed, contribute to the missing momentum of the decay. 
As a result, ν→ ∗∗ −B D ℓ ℓ  decays have a broader mmiss

2  distribution than 
do normalization decays. They can be distinguished from signal decays 
by their ∗E ℓ  distributions which extend to higher values. At LHCb, an 
important background arises from B → D(*)HcX decays, where Hc is a 
charm hadron decaying either leptonically or semileptonically, and X 
refers to additional low-mass hadrons, if present. These decays produce 
mmiss

2  and ∗E ℓ spectra that are similar to those of signal events (Fig. 5h, i).
Figure 4 shows the measured values for RD and ∗RD  by the BaBar26, 

Belle32,33 and LHCb34 collaborations. These results include a recent 
 measurement of ∗RD  by Belle that uses a semileptonic tag, but do not 
include earlier results from BaBar35,36 and Belle37,38 based on partial 
 datasets. The averages of the measurements39 are

= . ± . ± .R 0 397 0 040 0 028 (7)D stat syst

= . ± . ± .∗R 0 316 0 016 0 010 (8)D stat syst

Both values exceed the standard model expectations. Taking into account 
the correlations (Fig. 6), the combined difference between the measured 
and expected values has a significance of about four standard deviations.

Interpretations of results
The results presented here have attracted the attention of the physics 
community, and have resulted in several potential explanations of this 
apparent violation of lepton universality for decays involving the τ lepton.

BaBar (ST)

BaBar (HT)

Belle (ST)

Belle (HT)

LHCb

(B– → W– QW) (10–4)
0 1 2 3

1.7 ± 0.8

–0.55
+0.581.83

1.25 ± 0.39

–0.27
+0.290.72

0.3 0.4 0.5 0.6 0.7

0.440 ± 0.072

0.375 ± 0.069

0.3 0.4 0.5

0.332 ± 0.030 

0.293 ± 0.041 

0.336 ± 0.040 

0.302 ± 0.032 

a b c

Figure 4 | Comparison of measurements with standard model 
predictions. a–c, Shown are the branching fraction τ ν→ τ

− −B B( ) (a), and 
the ratios RD (b) and ∗RD  (c) measured by the BaBar26,29,30, Belle27,28,32,33 
and LHCb34 collaborations. The data points indicate statistical and total 
uncertainties. ST and HT refer to the measurements with semileptonic and 

hadronic tags, respectively. The average values of the measurements and 
their combined uncertainties, obtained by the Heavy Flavor Averaging 
Group31,39, are shown in red as vertical lines and bands, and the expectations 
from the standard model calculations15,17,18 are shown in blue.

© 2017 Macmillan Publishers Limited, part of Springer Nature. All rights reserved.
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 efficiencies. The combination of these four measurements constitutes 
the first observation of a purely leptonic B− decay. Whereas the early 
measurements favoured somewhat larger values, the current average31 of

τ ν→ = . ± . ×τ
− − −B B( ) (1 06 0 19) 10 (6)4

is compatible with the standard model prediction (equation (1)), which 
is lower by 1.4 standard deviations.

Measurements of B  → D(*)τ−   ντ decays 
As defined in equations (4) and (5), ∗RD( ) corresponds to the ratio of 
branching fractions for τ ν→ τ

∗ −B D( )  (signal) and ν→ τ
∗ −B D ℓ( )  (normali-

zation). BaBar and Belle events containing such decays are selected by 
requiring a hadronic Btag, a D or D* meson, and a charged lepton  
ℓ− = e−, µ−. Charged and neutral D candidates are reconstructed from 
combinations of pions and kaons with invariant masses compatible with 
the D meson mass. The higher-mass D*0 and D*+ mesons are identified 
by their D* → Dπ and D* → Dγ decays. In signal decays, the lepton ℓ− 
originates from the τ ν ν→ τ

− −ℓ ℓ decay, leading to a final state with three 
neutrinos and resulting in a broad mmiss

2  distribution, while in normali-
zation decays the lepton originates from the B decay with a single neutrino 
and therefore ≈m 0miss

2 . Non-BB  backgrounds and misreconstructed 
events are greatly suppressed by the Btag reconstruction. The remaining 
background is further reduced by multivariate selections.

At LHCb, only decays of B 0 mesons producing a µ− and D*+ meson 
are selected. Muons are favoured over electrons because of their higher 
detection efficiency and momentum resolution. The D*+ meson is recon-
structed exclusively in D*+ → D0(→K−π+)π+ decays. B mesons produced 
at LHCb have a flight path of the order of 1 cm. This feature is exploited 
to reject the bulk of the background, by requiring that the charged parti-
cles from the B candidate and no other tracks originate from a common 
vertex that is significantly separated from the pp collision point. The 
reduction in signal efficiency due to the use of a single decay chain is 
compensated by the very large production rate of B mesons at the LHC. 
The direction of the B momentum is inferred from the reconstructed pp 
collision point and the D*+µ− vertex, but its magnitude is unknown. 
LHCb approximates the B momentum by equating its component parallel 
to the beam axis to that of the D*+µ− combination, rescaled by the ratio 
of the B mass to the measured D*+µ− mass.

The yields for the signal, normalization, and various background con-
tributions are determined by maximum likelihood fits to the observed 
data distributions. Control samples are used to validate the simulated 
distributions and constrain the size and kinematic features of the back-
ground contributions.

All three experiments rely on the variables mmiss
2 , ∗E ℓ (the energy of the 

charged lepton in the B rest frame) and q2. BaBar and Belle restrict the 
data to q2 > 4 GeV2 to enhance the contribution from signal decays. BaBar 
performs the fit in two dimensions whereas LHCb covers the whole q2 
range in four intervals, thus performing a fully three-dimensional fit. The 

Belle collaboration performs a one-dimensional fit to the mmiss
2  distribu-

tion in the low-mmiss
2  region < .m( 0 85GeV )miss

2 2  dominated by the nor-
malization decays, combined with a fit to a multivariate classifier in the 
high-mmiss

2  region. This classifier includes mmiss
2 , ∗E ℓ, Eextra, and additional 

kinematic variables.
Figure 5 shows one-dimensional projections of the data and the fitted 

contributions from signal, normalization, and background decays. For 
BaBar (and likewise for Belle), the mmiss

2  distributions show a narrow peak 
at zero (Fig. 5a, d), dominated by normalization decays with a single neu-
trino, whereas the signal events with three neutrinos extend to about 
10 GeV2. For ν→ τ

−B Dℓ  decays, there is a sizeable contribution from 
ν→ τ

∗ −B D ℓ  decays, for which the pion or photon from the D* → Dπ or 
D* → Dγ decay was not reconstructed. For LHCb, the peak at zero is 
somewhat broader and has a long tail into the signal region (Fig. 5h) 
because of the sizeable uncertainty in the estimation of the Bsig  
momentum. The ∗E ℓ distributions (Fig. 5c, f, i) provide additional discri-
mination, since a lepton from a normalization decay has a higher average  
momentum than a lepton originating from a secondary τ ν ν→ τ

− −ℓ ℓ  
decay in signal B decays.

Among the background contributions, semileptonic B decays to D** 
mesons (charm mesons of higher mass than the D* mesons) are of con-
cern, primarily because their branching fractions are not well known. 
These D** states decay to a D or D* meson plus additional particles that, 
if not reconstructed, contribute to the missing momentum of the decay. 
As a result, ν→ ∗∗ −B D ℓ ℓ  decays have a broader mmiss

2  distribution than 
do normalization decays. They can be distinguished from signal decays 
by their ∗E ℓ  distributions which extend to higher values. At LHCb, an 
important background arises from B → D(*)HcX decays, where Hc is a 
charm hadron decaying either leptonically or semileptonically, and X 
refers to additional low-mass hadrons, if present. These decays produce 
mmiss

2  and ∗E ℓ spectra that are similar to those of signal events (Fig. 5h, i).
Figure 4 shows the measured values for RD and ∗RD  by the BaBar26, 

Belle32,33 and LHCb34 collaborations. These results include a recent 
 measurement of ∗RD  by Belle that uses a semileptonic tag, but do not 
include earlier results from BaBar35,36 and Belle37,38 based on partial 
 datasets. The averages of the measurements39 are

= . ± . ± .R 0 397 0 040 0 028 (7)D stat syst

= . ± . ± .∗R 0 316 0 016 0 010 (8)D stat syst

Both values exceed the standard model expectations. Taking into account 
the correlations (Fig. 6), the combined difference between the measured 
and expected values has a significance of about four standard deviations.

Interpretations of results
The results presented here have attracted the attention of the physics 
community, and have resulted in several potential explanations of this 
apparent violation of lepton universality for decays involving the τ lepton.

BaBar (ST)

BaBar (HT)

Belle (ST)

Belle (HT)

LHCb

(B– → W– QW) (10–4)
0 1 2 3

1.7 ± 0.8

–0.55
+0.581.83

1.25 ± 0.39

–0.27
+0.290.72

0.3 0.4 0.5 0.6 0.7

0.440 ± 0.072

0.375 ± 0.069

0.3 0.4 0.5

0.332 ± 0.030 

0.293 ± 0.041 

0.336 ± 0.040 

0.302 ± 0.032 

a b c

Figure 4 | Comparison of measurements with standard model 
predictions. a–c, Shown are the branching fraction τ ν→ τ

− −B B( ) (a), and 
the ratios RD (b) and ∗RD  (c) measured by the BaBar26,29,30, Belle27,28,32,33 
and LHCb34 collaborations. The data points indicate statistical and total 
uncertainties. ST and HT refer to the measurements with semileptonic and 

hadronic tags, respectively. The average values of the measurements and 
their combined uncertainties, obtained by the Heavy Flavor Averaging 
Group31,39, are shown in red as vertical lines and bands, and the expectations 
from the standard model calculations15,17,18 are shown in blue.

© 2017 Macmillan Publishers Limited, part of Springer Nature. All rights reserved.
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World averages (2017):   R(D) = 0.397(49), R(D*) = 0.316(19)    are 2s/3s above SM

R(D*) R(D) 



R(D*) with t ® µnnR(D⇤) muonic (⌧+ ! µ+⌫µ⌫̄⌧ ) [PRL 115, 112001 (2015)]

+µ

0D

0B

p

PV

p

τντ +−→ *0 DB
+K

−*D

µν

0D

0B

p

PV

p

µνµ+−→ *0 DB
+K

+µ

µν

−*D

R(D⇤) = B(B0!D
⇤�⌧+⌫⌧ )

B(B0!D⇤�µ+⌫µ)
with ⌧+ ! µ+⌫µ⌫̄⌧ , B(⌧+ ! µ+⌫µ⌫̄⌧ ) = (17.39 ± 0.04)%

Normalization mode with the same visible final state

3 neutrinos for the signal mode and one for the normalisation: no narrow peak to fit

Separate ⌧ and µ via a 3D binned template fit, in the B rest frame, on:
1 m

2
miss = (pµ

B
� p

µ
D⇤ � p

µ
µ)

2 missing mass squared
2 E

⇤
µ muon energy

3 q
2 = (pµ

B
� p

µ
D⇤ )

2 squared 4-momentum transfer to the lepton system

Background and signal shapes extracted from control samples and simulations validated against data

Olivier Leroy (CPPM) Tests of LFU with semitauonic b-quark decays 5 July 2018 5 / 18

• Same visible final state particles
• 3n in signal mode, 1n in normalisation mode
• Separated by fit to missing mass mmiss

2, muon energy Eµ
*, leptonic q2

• Backgrounds from D**, B ® D(s)D*,  combinatorics, muon mis-ID 
• Mostly dealt with by control samples, e.g. wrong-sign combinations, 

additional charged track at B decay vertex … 

Measure ratio of:

B(D*tn) = 1.7%

B(t ® µnn) = 17.4%

Steve Playfer
Nagoya University, November 15th 2018 23

To:

B(D*µn) = 4.9%



Steve Playfer
Nagoya University, November 15th 2018

Result for R(D*) with t ® µnn
• B ® D* µn dominates at low q2

• B ® D* tn is visible at high q2, 
high mmiss

2, low Eµ
* 

• Backgrounds from D**µn, B ® D(s)D* 
combinatorics, muon mis-ID 

24

R(D⇤) muonic (⌧+ ! µ+⌫µ⌫̄⌧ ) [PRL 115, 112001 (2015)]

Signal more visible in the
high q2 bins (red)
Backgrounds: feed-down from excited
D states, double charm DD where
one D decays semileptonically,
combinatorial, muon mis-ID

1.9� above SM

Dominant systematics: size of
simulation sample ! will be improved
in the next iteration

)4/c2 (GeVmiss
2m

-2 0 2 4 6 8 10

Pu
lls

-2
 2

)4/c2 (GeVmiss
2m

-2 0 2 4 6 8 10

5000

10000

15000

20000 LHCb4/c2 < 2.85 GeV20.40 < q−

)4
/c2

C
an

di
da

te
s /

 (0
.3

 G
eV

)4/c2 (GeVmiss
2m

-2 0 2 4 6 8 10

Pu
lls

-2
 2

)4/c2 (GeVmiss
2m

-2 0 2 4 6 8 10

10000

20000

30000 LHCb4/c2 < 6.10 GeV22.85 < q

)4
/c2

C
an

di
da

te
s /

 (0
.3

 G
eV

)4/c2 (GeVmiss
2m

-2 0 2 4 6 8 10

Pu
lls

-2
 2

)4/c2 (GeVmiss
2m

-2 0 2 4 6 8 10

5000

10000

15000

20000

25000
LHCb4/c2 < 9.35 GeV26.10 < q

)4
/c2

C
an

di
da

te
s /

 (0
.3

 G
eV

)4/c2 (GeVmiss
2m

-2 0 2 4 6 8 10

Pu
lls

-2
 2

)4/c2 (GeVmiss
2m

-2 0 2 4 6 8 10

1000

2000

3000

4000 LHCb4/c2 < 12.60 GeV29.35 < q

)4
/c2

C
an

di
da

te
s /

 (0
.3

 G
eV

* (MeV)µE
500 1000 1500 2000 2500

Pu
lls

-2
 2

* (MeV)µE
500 1000 1500 2000 2500

1000

2000

3000

4000 LHCb4/c2 < 2.85 GeV20.40 < q−

C
an

di
da

te
s /

 (7
5 

M
eV

)

* (MeV)µE
500 1000 1500 2000 2500

Pu
lls

-2
 2

* (MeV)µE
500 1000 1500 2000 2500

2000
4000

6000
8000

10000
12000 LHCb4/c2 < 6.10 GeV22.85 < q

C
an

di
da

te
s /

 (7
5 

M
eV

)

* (MeV)µE
500 1000 1500 2000 2500

Pu
lls

-2
 2

* (MeV)µE
500 1000 1500 2000 2500

5000

10000

15000 LHCb4/c2 < 9.35 GeV26.10 < q

C
an

di
da

te
s /

 (7
5 

M
eV

)

* (MeV)µE
500 1000 1500 2000 2500

Pu
lls

-2
 2

* (MeV)µE
500 1000 1500 2000 2500

1000

2000

3000

4000 LHCb4/c2 < 12.60 GeV29.35 < q

C
an

di
da

te
s /

 (7
5 

M
eV

)

Data
ντ D*→B 

X')Xν l→(c D*H→B 
ν D**l→B 
νµ D*→B 

Combinatorial
µMisidentified 

R(D⇤) = 0.336 ± 0.027(stat)± 0.030(syst)
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R(D*) = 0.336� 0.027 (stat) � 0.030 (syst) 

Systematic limited by size of MC sample!

1.9s above SM

LHCb PRL 115, 112991 (2015)
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R(D*) with t ® 3p(p0)n

• Same visible final state particles (we don’t require the p0)
• 2n in signal mode, 0n in normalisation mode
• Signal extracted by fit to q2, t lifetime, and a BDT (to suppress DsD*)

• Backgrounds from D**, B ® D(s)D*, B ® D*3pX, combinatorics
• Mostly dealt with by control samples

25

R(D⇤) hadronic (⌧ ! 3⇡⌫⌧ ) [PRL 120, 171802 2018], [PRD 97,072013 2018]

Most abundant background Xb ! D⇤�3⇡X (BR ⇠ 100⇥ signal) suppressed
by requiring the ⌧ vertex to be downstream wrt B vertex along beam direction

B0 →D*−τ +ντ
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Remaining background due to doubly charmed
decay with non-negligible lifetime:

I Xb ! D
⇤

D
+
s

X ⇠ 10⇥ signal
I Xb ! D

⇤
D

+
X ⇠ 1⇥ signal

I Xb ! D
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D
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Measure ratio of:

B ® D* tn
B(t ® 3pn) = 9.3%
B(t ® 3pp0n) = 4.6%

To:

B ® D*3p(p0)
B(D*3p) = 0.72%
B(D*3pp0) = 1.76%

p0 …



Steve Playfer
Nagoya University, November 15th 2018

Result for R(D*) with t ® 3pn 
• B ® D* tn is visible at high q2, 

high BDT, and with non-zero tt

• Backgrounds from D**, B ® DD* 
B ® DsD*, combinatorics

26

R(D*) = 0.291� 0.019 (stat) � 0.026 (syst)
� 0.054 (norm)

1.9s above SM

LHCb PRL 120, 171802 & PRD 97,07213 (2018)

R(D⇤) hadronic (⌧ ! 3⇡⌫⌧ ) [PRL 120, 171802 2018], [PRD 97,072013 2018]

3D template binned likelihood fit results
presented for the 3⇡ decay time and q

2

in 4 BDT bins
Templates extracted from simulation and
data control samples
The increase in signal (red) purity as
function of BDT output is clearly seen, as
well as the decrease of the D

+
s component

(orange)
The dominant background at high BDT
output becomes the D

+ component (blue),
with its distinctive long lifetime
N(B0 ! D

⇤�⌧+⌫⌧ ) = 1296 ± 86

R(D⇤) = 0.291 ± 0.019(stat)
± 0.026(syst)± 0.013(ext)

0.9� above SM
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Figure 2: Results from the fit to the invariant mass of the D⇤�D+
s pair for the D⇤�D+

s (X) data
control sample, with D+

s ! 3⇡. The components contributing to the fit model are indicated in
the legend.
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Figure 3: Distribution of min[m(⇡+⇡�)] for a sample enriched in B ! D⇤�D+
s (X) decays,

obtained by requiring the BDT output below a threshold. The di↵erent fit components are
indicated in the legend.

of the three pions originates from an intermediate resonance, and D+
s ! ⌧+(! 3⇡⌫⌧ )⌫⌧

decays. The fourth category consists of backgrounds without D+
s mesons. Figure 3 shows,

as an example, the distribution of min[m(⇡+⇡�)] and the resulting fit components. The
results obtained by the fit in this region of BDT output are used to compute weights
for each D+

s decay mode, to be applied to the simulation. The templates used for these
decays in the BDT output region considered in the final fit are then recomputed by taking
from simulation the relative proportion between the yields in the two regions of the BDT
output for each decay mode.

Background originating from B ! D⇤�D0X decays is subdivided into two contribu-

5

Control Sample 
B ® DsD*

Consistent with SM and R(D*) from t ® µnn



R(J/y) with t ® µnn

• Same visible final state particles
• 3n in signal mode, 1n in normalisation mode
• Separated by fit to mmiss

2, Eµ
*, q2 and using t(Bc)=0.5ps

• Backgrounds from other charmonium, combinatorics, muon mis-ID 
• Mostly dealt with by control samples

Measure ratio of:

Bc ® J/ytn

SM prediction
R(J/y) = 0.25-0.28
form factors 
not measured

Steve Playfer
Nagoya University, November 15th 2018 27

To:

Bc ® J/yµn

B+
c ! J/ ⌧+⌫ : RJ/ [PRL 120, 121801 (2018)]
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+
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τνψτ ++ → /JBc

ψ/J

−µ+µ

+µ
+
cB

p

PV

p
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µνψµ ++ → /JBc

ψ/J

−µ+µ

R(J/ ) =
B(B+

c
!J/ ⌧+⌫⌧ )

B(B+
c !J/ µ+⌫µ)

, ⌧+ ! µ+⌫µ⌫̄⌧

B
+
c decay form factors unconstrained experimentally: theoretical prediction not

yet precise R
theo(J/ ) 2 [0.25, 0.28]

[PLB452 (1999) 120, arXiv:0211021, PRD73 (2006) 054024, PRD74 (2006) 074008]

Low B
+
c production rate and short lifetime, but no “flying D background”

and nice J/ 

Like in R(D⇤), use m
2
miss, E

⇤
µ and q

2. Add information from B
+
c decay time
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Steve Playfer
Nagoya University, November 15th 2018

Result for R(J/y) with t ® µnn
• Bc® J/y µn is visible at zero 

mmiss
2, and with small t(Bc) 

• Bc® J/y tn is visible at high q2, 

high mmiss
2, and with small t(Bc) 

• Main backgrounds from mis-ID, 

combinatorics

28

R(J/y) = 0.71� 0.17 (stat) � 0.18 (syst)

2s above SM

LHCb PRL 120, 121801 (2018)
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Figure 1: Distributions of (top) m2
miss, (middle) decay time, and (bottom) Z of the signal data,

overlaid with projections of the fit model with all normalization and shape parameters at their
best-fit values. Below each panel di↵erences between the data and fit are shown, normalized by
the Poisson uncertainty in the data; the dashed lines are at the values ±2.

of Refs. [37, 38]. In the nominal fit, the B
+
c ! J/ form factor parameters, except for

the scalar form factor that primarily a↵ects the semitauonic mode, are fixed to the values
obtained from a fit to a subset of the data enriched in the normalization mode. To assess
the e↵ect on R(J/ ) due to this procedure, an alternative fit is performed with the form
factor parameters allowed to vary, and the di↵erence in quadrature of the uncertainties is
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Figure 1: Distributions of (top) m2
miss, (middle) decay time, and (bottom) Z of the signal data,

overlaid with projections of the fit model with all normalization and shape parameters at their
best-fit values. Below each panel di↵erences between the data and fit are shown, normalized by
the Poisson uncertainty in the data; the dashed lines are at the values ±2.

of Refs. [37, 38]. In the nominal fit, the B
+
c ! J/ form factor parameters, except for

the scalar form factor that primarily a↵ects the semitauonic mode, are fixed to the values
obtained from a fit to a subset of the data enriched in the normalization mode. To assess
the e↵ect on R(J/ ) due to this procedure, an alternative fit is performed with the form
factor parameters allowed to vary, and the di↵erence in quadrature of the uncertainties is

6

Systematic dominated by form factors



Summary of R(D),R(D*) and R(J/y)R(D⇤) and R(J/ ) summary

0.2 0.3 R(D*)

BaBar had. tag
 0.018± 0.024 ±0.332 

Belle had. tag
 0.015± 0.038 ±0.293 

Belle sl.tag
 0.011± 0.030 ±0.302 

Belle hadronic tau
 0.027± 0.035 ±0.270 

LHCb muonic tau
 0.030± 0.027 ±0.336 

LHCb hadronic tau
 0.029± 0.019 ±0.291 

Average 
 0.007± 0.013 ±0.306 

SM Pred. average 
 0.005±0.258 

PRD 95 (2017) 115008 
 0.003±0.257 

JHEP 1711 (2017) 061  
 0.008±0.260 

JHEP 1712 (2017) 060
 0.005±0.257 
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different analysis techniques: ALL
R(D⇤) and R(J/ ) measurements
lie ABOVE the SM expectations.
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 efficiencies. The combination of these four measurements constitutes 
the first observation of a purely leptonic B− decay. Whereas the early 
measurements favoured somewhat larger values, the current average31 of

τ ν→ = . ± . ×τ
− − −B B( ) (1 06 0 19) 10 (6)4

is compatible with the standard model prediction (equation (1)), which 
is lower by 1.4 standard deviations.

Measurements of B  → D(*)τ−   ντ decays 
As defined in equations (4) and (5), ∗RD( ) corresponds to the ratio of 
branching fractions for τ ν→ τ

∗ −B D( )  (signal) and ν→ τ
∗ −B D ℓ( )  (normali-

zation). BaBar and Belle events containing such decays are selected by 
requiring a hadronic Btag, a D or D* meson, and a charged lepton  
ℓ− = e−, µ−. Charged and neutral D candidates are reconstructed from 
combinations of pions and kaons with invariant masses compatible with 
the D meson mass. The higher-mass D*0 and D*+ mesons are identified 
by their D* → Dπ and D* → Dγ decays. In signal decays, the lepton ℓ− 
originates from the τ ν ν→ τ

− −ℓ ℓ decay, leading to a final state with three 
neutrinos and resulting in a broad mmiss

2  distribution, while in normali-
zation decays the lepton originates from the B decay with a single neutrino 
and therefore ≈m 0miss

2 . Non-BB  backgrounds and misreconstructed 
events are greatly suppressed by the Btag reconstruction. The remaining 
background is further reduced by multivariate selections.

At LHCb, only decays of B 0 mesons producing a µ− and D*+ meson 
are selected. Muons are favoured over electrons because of their higher 
detection efficiency and momentum resolution. The D*+ meson is recon-
structed exclusively in D*+ → D0(→K−π+)π+ decays. B mesons produced 
at LHCb have a flight path of the order of 1 cm. This feature is exploited 
to reject the bulk of the background, by requiring that the charged parti-
cles from the B candidate and no other tracks originate from a common 
vertex that is significantly separated from the pp collision point. The 
reduction in signal efficiency due to the use of a single decay chain is 
compensated by the very large production rate of B mesons at the LHC. 
The direction of the B momentum is inferred from the reconstructed pp 
collision point and the D*+µ− vertex, but its magnitude is unknown. 
LHCb approximates the B momentum by equating its component parallel 
to the beam axis to that of the D*+µ− combination, rescaled by the ratio 
of the B mass to the measured D*+µ− mass.

The yields for the signal, normalization, and various background con-
tributions are determined by maximum likelihood fits to the observed 
data distributions. Control samples are used to validate the simulated 
distributions and constrain the size and kinematic features of the back-
ground contributions.

All three experiments rely on the variables mmiss
2 , ∗E ℓ (the energy of the 

charged lepton in the B rest frame) and q2. BaBar and Belle restrict the 
data to q2 > 4 GeV2 to enhance the contribution from signal decays. BaBar 
performs the fit in two dimensions whereas LHCb covers the whole q2 
range in four intervals, thus performing a fully three-dimensional fit. The 

Belle collaboration performs a one-dimensional fit to the mmiss
2  distribu-

tion in the low-mmiss
2  region < .m( 0 85GeV )miss

2 2  dominated by the nor-
malization decays, combined with a fit to a multivariate classifier in the 
high-mmiss

2  region. This classifier includes mmiss
2 , ∗E ℓ, Eextra, and additional 

kinematic variables.
Figure 5 shows one-dimensional projections of the data and the fitted 

contributions from signal, normalization, and background decays. For 
BaBar (and likewise for Belle), the mmiss

2  distributions show a narrow peak 
at zero (Fig. 5a, d), dominated by normalization decays with a single neu-
trino, whereas the signal events with three neutrinos extend to about 
10 GeV2. For ν→ τ

−B Dℓ  decays, there is a sizeable contribution from 
ν→ τ

∗ −B D ℓ  decays, for which the pion or photon from the D* → Dπ or 
D* → Dγ decay was not reconstructed. For LHCb, the peak at zero is 
somewhat broader and has a long tail into the signal region (Fig. 5h) 
because of the sizeable uncertainty in the estimation of the Bsig  
momentum. The ∗E ℓ distributions (Fig. 5c, f, i) provide additional discri-
mination, since a lepton from a normalization decay has a higher average  
momentum than a lepton originating from a secondary τ ν ν→ τ

− −ℓ ℓ  
decay in signal B decays.

Among the background contributions, semileptonic B decays to D** 
mesons (charm mesons of higher mass than the D* mesons) are of con-
cern, primarily because their branching fractions are not well known. 
These D** states decay to a D or D* meson plus additional particles that, 
if not reconstructed, contribute to the missing momentum of the decay. 
As a result, ν→ ∗∗ −B D ℓ ℓ  decays have a broader mmiss

2  distribution than 
do normalization decays. They can be distinguished from signal decays 
by their ∗E ℓ  distributions which extend to higher values. At LHCb, an 
important background arises from B → D(*)HcX decays, where Hc is a 
charm hadron decaying either leptonically or semileptonically, and X 
refers to additional low-mass hadrons, if present. These decays produce 
mmiss

2  and ∗E ℓ spectra that are similar to those of signal events (Fig. 5h, i).
Figure 4 shows the measured values for RD and ∗RD  by the BaBar26, 

Belle32,33 and LHCb34 collaborations. These results include a recent 
 measurement of ∗RD  by Belle that uses a semileptonic tag, but do not 
include earlier results from BaBar35,36 and Belle37,38 based on partial 
 datasets. The averages of the measurements39 are

= . ± . ± .R 0 397 0 040 0 028 (7)D stat syst

= . ± . ± .∗R 0 316 0 016 0 010 (8)D stat syst

Both values exceed the standard model expectations. Taking into account 
the correlations (Fig. 6), the combined difference between the measured 
and expected values has a significance of about four standard deviations.

Interpretations of results
The results presented here have attracted the attention of the physics 
community, and have resulted in several potential explanations of this 
apparent violation of lepton universality for decays involving the τ lepton.

BaBar (ST)

BaBar (HT)

Belle (ST)

Belle (HT)

LHCb

(B– → W– QW) (10–4)
0 1 2 3

1.7 ± 0.8

–0.55
+0.581.83

1.25 ± 0.39

–0.27
+0.290.72

0.3 0.4 0.5 0.6 0.7

0.440 ± 0.072

0.375 ± 0.069

0.3 0.4 0.5

0.332 ± 0.030 

0.293 ± 0.041 

0.336 ± 0.040 

0.302 ± 0.032 

a b c

Figure 4 | Comparison of measurements with standard model 
predictions. a–c, Shown are the branching fraction τ ν→ τ

− −B B( ) (a), and 
the ratios RD (b) and ∗RD  (c) measured by the BaBar26,29,30, Belle27,28,32,33 
and LHCb34 collaborations. The data points indicate statistical and total 
uncertainties. ST and HT refer to the measurements with semileptonic and 

hadronic tags, respectively. The average values of the measurements and 
their combined uncertainties, obtained by the Heavy Flavor Averaging 
Group31,39, are shown in red as vertical lines and bands, and the expectations 
from the standard model calculations15,17,18 are shown in blue.

© 2017 Macmillan Publishers Limited, part of Springer Nature. All rights reserved.

BaBar (HT)

Belle (HT) 

R(D)

R(D), R(D*), R(J/y) are 2/3/2s above SM
Combined significance 4s
SM uncertainties are small



Outlook for R(D*) and R(J/y)

Ø All results based on 3/fb at 7-8TeV   (Run 1 2010-2012)

Ø We have another 6/fb at 13TeV (Run 2 2015-2018)
x4 in B statistics due to increased production X-section

Ø LHCb upgrade during shutdown (2019-2020) 
40MHz readout and trigger entirely in software 
Better vertexing for reducing backgrounds to t, D and B 

Ø Integrated luminosity 50/fb in Runs 3 & 4 
Higher instantaneous luminosity 2x1033/cm2/s 

Ø Possible major upgrade in ~2030 
Much higher luminosity 2x1034, with target of 300/fb

Steve Playfer
Nagoya University, November 15th 2018 30

s(RD*)      s(RJ/y)

0.027        0.17 (stat)
0.030        0.18 (syst)

0.014        0.10

After upgrade can
reduce syst errors

0.007         0.07 

0.002         0.02          

similar to s(SM)    
More on upgrades in talk by Eugeni Grauges Pous

Physics case for LHCb Upgrade II  arXiv:1808.08865 (2018)



More analyses to come …

• b ® s!!:  R(Bs ® f), R(Lb ® L), R(K**),
• Full angular analysis of K*ee

• b ® d!!: R(p), R(r), R(Bs ® K*)

• b ® ctn: R(D), R(Bs ® Ds
(*)), R(Lb ® Lc)

• Angular analysis of t ® 3pn to determine spin 
structure of NP in R(D*)

• b ® utn: Lb ® ptn, B ® pptn
_

Steve Playfer
Nagoya University, November 15th 2018 31



Summary and Conclusions
• There are a number of 2-3s anomalies that have 

appeared in b ® s!! and b ® c!n since 2012

• R(K) and R(K*) both suggest a 30% deficit in muons 
compared to electrons in b ® s!! (1<q2<6GeV2)

• R(D), R(D*) and R(J/y) all suggest an enhancement in
t compared to µ in b ® c!n

• LHCb can push these lepton universality tests to the 
% level or better in the next 10-20 years

Steve Playfer
Nagoya University, November 15th 2018 32
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K*!! Efficiency Ratios 

J
H
E
P
0
8
(
2
0
1
7
)
0
5
5

εℓ+ℓ−/εJ/ψ (ℓ+ℓ−)

low-q2 central-q2

µ+µ− 0.679± 0.009 0.584± 0.006

e+e− (L0E) 0.539± 0.013 0.522± 0.010

e+e− (L0H) 2.252± 0.098 1.627± 0.066

e+e− (L0I) 0.789± 0.029 0.595± 0.020

Table 3. Efficiency ratios between the nonresonant and resonant modes, εℓ+ℓ−/εJ/ψ (ℓ+ℓ−), for the
muon and electron (in the three trigger categories) channels. The uncertainties are statistical only.

which is expected to be equal to unity. This quantity represents an extremely stringent

test, as it does not benefit from the large cancellation of the experimental systematic

effects provided by the double ratio. The rJ/ψ ratio is measured to be 1.043±0.006±0.045,

where the first uncertainty is statistical and the second systematic. The same sources of

systematic uncertainties as in the RK∗0 measurement are considered (see section 10). The

result, which is in good agreement with unity, is observed to be compatible with being

independent of the decay kinematics, such as pT and η of the B0 candidate and final-state

particles, and the charged-track multiplicity in the event.

The extent of the cancellation of residual systematics in RK∗0 is verified by measur-

ing a double ratio, Rψ(2S), where B0→ K∗0ψ(2S)(→ ℓ+ℓ−) decays are used in place of

B0→ K∗0ℓ+ℓ−. The Rψ(2S) ratio, measured with a statistical precision of about 2%, is

found to be compatible with unity within one standard deviation.

The branching fraction of the decay B0→ K∗0µ+µ− is measured and found to be in

good agreement with ref. [25]. Furthermore, the branching fraction of the B0→ K∗0γ

decay, where decays with a photon conversion are used, is determined with a statistical

precision of about 7% and is observed to be in agreement with the expectation within two

standard deviations. The B0→ K∗0γ(→ e+e−) selection and determination of the signal

yield closely follows that of the B0→ K∗0e+e− decay.

If no correction is made to the simulation, the ratio of the efficiencies changes by

less than 5%. The relative population of the three bremsstrahlung categories is compared

between data and simulation using both B0→ K∗0J/ψ (→ e+e−) and B0→ K∗0γ(→ e+e−)

candidates to test possible q2 dependence of the modelling. Good agreement is observed,

as shown in figure 5.

The sPlot technique [57], where m(K+π−ℓ+ℓ−) is used as the discriminating variable,

is adopted to subtract statistically the background from the B0→ K∗0ℓ+ℓ− selected data,

and test the agreement between muons and electrons, data and simulation, using several

control quantities (see figure 8): the q2 distributions show good agreement in both q2

regions; a clear K∗0 peak is visible in the K+π− invariant mass distributions, and the

muon and electron channels show good agreement; while the distribution of the opening

angle between the two leptons in the central-q2 region are very similar between the muon
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Figure 2: Relative e�ciency in cos ✓l, cos ✓K , � and q2, as determined from a principal moment
analysis of simulated three-body B0! K⇤0µ+µ� phase-space decays. The e�ciency as a function
of cos ✓l, cos ✓K and � is shown for the regions 0.1 < q2 < 0.98GeV2/c4 (black solid line) and
18.0 < q2 < 19.0GeV2/c4 (red dashed line). The e�ciency as a function of q2 is shown after
integrating over the decay angles. The histograms indicate the distribution of the simulated
three-body B0! K⇤0µ+µ� phase-space decays used to determine the acceptance.

7 Angular analysis of the decay

The three methods used to determine the CP -averaged angular observables, CP asym-
metries and the zero-crossing points of S4, S5 and AFB are detailed below. Section 7.1
describes the determination of the observables in bins of q2 using a maximum likelihood
fit. Section 7.2 discusses the determination of the same set of observables using a principal
moment analysis. Finally, Sec. 7.3 describes a fit to the angular and q2 distribution of the
decay, parameterised in terms of the decay amplitudes rather than the observables. This
fit is used to determine the zero-crossing points of S4, S5 and AFB.

7.1 Determination of angular observables with a likelihood fit

In each q2 bin, an unbinned maximum likelihood fit to m(K+⇡�µ+µ�) and the three decay
angles cos ✓l, cos ✓K and � is used to determine the angular observables introduced in

11

K*µµ  as a function of q2

after integrating over decay angles

K*ee as a function of q2 bin and 
L0 trigger after integrating 
over decay angles

Normalised to  J/y = 1



K*!! Systematics 
J
H
E
P
0
8
(
2
0
1
7
)
0
5
5

∆RK∗0/RK∗0 [%]

low-q2 central-q2

Trigger category L0E L0H L0I L0E L0H L0I

Corrections to simulation 2.5 4.8 3.9 2.2 4.2 3.4

Trigger 0.1 1.2 0.1 0.2 0.8 0.2

PID 0.2 0.4 0.3 0.2 1.0 0.5

Kinematic selection 2.1 2.1 2.1 2.1 2.1 2.1

Residual background — — — 5.0 5.0 5.0

Mass fits 1.4 2.1 2.5 2.0 0.9 1.0

Bin migration 1.0 1.0 1.0 1.6 1.6 1.6

rJ/ψ ratio 1.6 1.4 1.7 0.7 2.1 0.7

Total 4.0 6.1 5.5 6.4 7.5 6.7

Table 4. Systematic uncertainties on the RK∗0 ratio for the three trigger categories separately (in
percent). The total uncertainty is the sum in quadrature of all the contributions.

and electron channels, this is not the case at low-q2 due to the difference in lepton masses;

the distribution of the distance between the K+π− and ℓ+ℓ− vertices shows that the pairs

of hadrons and leptons consistently originate from the same decay vertex.

10 Systematic uncertainties

Since RK∗0 is measured as a double ratio, many potential sources of systematic uncertainty

cancel. The remaining systematics and their effects on RK∗0 are summarised in table 4

and are described below.

Corrections to simulation: the uncertainty induced by the limited size of the simu-

lated sample used to compute the efficiencies is considered; an additional systematic

uncertainty is determined using binned corrections instead of interpolated ones; fi-

nally, since the data samples used to determine the corrections have a limited size,

particularly for the electron hardware trigger, a systematic uncertainty is assessed

with a bootstrapping technique [58].

Trigger efficiency: for the hardware triggers, the corrections to the simulation are de-

termined using different control samples and the change in the result is assigned as a

systematic uncertainty; for the software trigger, the corrections to the simulation do

not show dependences on the kinematic of the decays, and therefore only the statis-

tical uncertainty on the overall correction is considered as a systematic uncertainty.

– 16 –



Checks of K(*)!! Results

• RK* (J/y) = 1.043� 0.006 (stat) � 0.045 (syst) 

• BF(J/y K) = 1.01x10-3 and  BF(J/y K*) = 1.27x10-3

• BF(K*µµ) = 0.342� 0.006 (stat) � 0.045 (syst) x10-7      1.1<q2<6GeV2

• BF(K*g) = 4.2x10-5 from photon contribution to low q2 region

• Take double ratios with respect to y¢ 

• Compare kinematic distributions and other selection variables 
(sPlot method)

All checks are ok to better than 10%



K*!! sPlots
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Figure 8. (hatched) Background-subtracted distributions for (darker colour) B0→ K∗0µ+µ− and
(lighter colour) B0→ K∗0e+e− candidates, compared to (full line) simulation. From top to bot-
tom: q2, K+π− invariant mass, m(K+π−), opening angle between the two leptons, θlepton, and
projection along the beam axis of the distance between the K+π− and ℓ+ℓ− vertices, ∆zvertex. The
distributions are normalised to unity. The hatched areas correspond to the statistical uncertainties
only. The data are not efficiency corrected.
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K*!! Angular Analysis

T. Blake

Angular observables

7

• Multibody final-states: 

➡ Angular distribution provides 
many observables that are 
sensitive to BSM physics. 

➡ Constraints are orthogonal to 
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terms of experimental 
uncertainties. 
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discussed in Sec. 10. Finally, conclusions are presented in Sec. 11.

2 Angular distribution and observables

The final state of the decay B0! K⇤0µ+µ� can be described by q2, the invariant mass
squared of the dimuon system, and three decay angles ~⌦ = (cos ✓l, cos ✓K ,�). The angle
between the µ+ (µ�) and the direction opposite to that of the B0 (B0) in the rest frame of
the dimuon system is denoted ✓l. In this analysis, the K⇤0 meson is reconstructed through
the decay K⇤0 ! K+⇡�. The angle between the direction of the K+ (K�) and the B0

(B0) in the rest frame of the K⇤0 (K⇤0) system is denoted ✓K . The angle between the
plane defined by the dimuon pair and the plane defined by the kaon and pion in the B0

(B0) rest frame is denoted �. More details of the angular basis adopted in this analysis
are given in Appendix A of Ref. [1].

The di↵erential decay rates of B0! K⇤0µ+µ� and B0! K⇤0µ+µ� decays, in terms of
q2 and the three angles, are given by

d4�[B0! K⇤0µ+µ�]

dq2 d~⌦
=

9

32⇡

X

i

Ii(q
2)fi(~⌦) and

d4�̄[B0! K⇤0µ+µ�]

dq2 d~⌦
=

9

32⇡

X

i

Īi(q
2)fi(~⌦) ,

(1)

where � (�̄) refers to decays involving a b (b) quark and hence a B0 (B0) meson, the terms
fi(~⌦) are formed from combinations of spherical harmonics and the Ii (Īi) are q2-dependent
angular observables. The Ii can be expressed as bilinear combinations of six complex decay
amplitudes, AL,R

0,k,?, which correspond to the di↵erent transversity states of the K⇤0 meson
and the di↵erent (left- and right-handed) chiralities of the dimuon system. An additional
su�x s or c is conventionally added to some of the Ii terms to indicate that they have a
sin2 ✓K or cos2 ✓K dependence. When q2 is su�ciently large (q2 >⇠ 1GeV2/c4), the muons
can be considered massless. The list of the angular terms and observables that remain in
this massless limit is given in Table 1.

Following the notation of Ref. [22], q2-dependent CP averages, Si, and CP asymmetries,
Ai, can be defined as

Si =
�
Ii + Īi

�.✓
d�

dq2
+

d�̄

dq2

◆
and

Ai =
�
Ii � Īi

�.✓
d�

dq2
+

d�̄

dq2

◆
.

(2)

In the massless limit, the CP -averaged observables S1(s,c) and S2(s,c) obey the relations
S1s = 3S2s, S1c = �S2c and

3
4(2S1s + S1c)� 1

4(2S2s + S2c) = 1 (see for example Ref. [22]).
These relationships reduce the number of independent CP -averaged observables from
eleven to eight. The relations between the observables also hold to a good approximation

2

for q2 < 1GeV2/c4 and are therefore adopted for the full q2 range. The S1c observable
corresponds to the fraction of longitudinal polarisation of the K⇤0 meson and is therefore
more commonly referred to as FL, with

FL = S1c =
|AL

0 |2 + |AR
0 |2

|AL
0 |2 + |AR

0 |2 + |AL
k |2 + |AR

k |2 + |AL
?|2 + |AR

?|2
. (3)

It is also conventional to replace S6s by the forward-backward asymmetry of the dimuon sys-
tem AFB, with AFB = 3

4S6s. The CP -averaged angular distribution of the B0! K⇤0µ+µ�

decay can then be written as

1

d(�+ �̄)/dq2
d4(�+ �̄)

dq2 d~⌦
=

9

32⇡

h
3
4(1� FL) sin

2 ✓K + FL cos
2 ✓K

+1
4(1� FL) sin

2 ✓K cos 2✓l

�FL cos
2 ✓K cos 2✓l + S3 sin

2 ✓K sin2 ✓l cos 2�

+S4 sin 2✓K sin 2✓l cos�+ S5 sin 2✓K sin ✓l cos�

+4
3AFB sin2 ✓K cos ✓l + S7 sin 2✓K sin ✓l sin�

+S8 sin 2✓K sin 2✓l sin�+ S9 sin
2 ✓K sin2 ✓l sin 2�

i
.

(4)

Additional sets of observables, for which the leading B0 ! K⇤0 form-factor uncertainties
cancel, can be built from FL and S3–S9. Examples of such optimised observables include
the transverse asymmetry A(2)

T [23], where A(2)
T = 2S3/(1 � FL), and the P (0)

i series of
observables [24]. In this paper the notation used is

P1 =
2S3

(1� FL)
= A(2)

T ,

P2 =
2

3

AFB

(1� FL)
,

P3 =
�S9

(1� FL)
,

P 0
4,5,8 =

S4,5,8p
FL(1� FL)

,

P 0
6 =

S7p
FL(1� FL)

.

(5)

The definition of the P 0
i observables di↵ers from that of Ref. [24], but is consistent with

the notation used in the LHCb analysis of Ref. [8].
In addition to the resonant P-wave K⇤0 contribution to the K+⇡�µ+µ� final state,

the K+⇡� system can also be in an S-wave configuration. The addition of an S-wave
component introduces two new complex amplitudes, AL,R

S , and results in the six additional

3

Table 1: Angular observables Ij and their corresponding angular terms for dimuon masses that
are much larger than twice the muon mass. The terms in the lower part of the table arise from
the K+⇡� S-wave contribution to the K+⇡�µ+µ� final state. The Īi coe�cients are obtained
by making the substitution A ! Ā, i.e. by complex conjugation of the weak phases in the
amplitudes.

i Ii fi

1s 3
4

h
|AL

k |2 + |AL
?|2 + |AR

k |2 + |AR
?|2

i
sin2 ✓K

1c |AL
0 |2 + |AR

0 |2 cos2 ✓K

2s 1
4

h
|AL

k |2 + |AL
?|2 + |AR

k |2 + |AR
?|2

i
sin2 ✓K cos 2✓l

2c �|AL
0 |2 � |AR

0 |2 cos2 ✓K cos 2✓l

3 1
2

h
|AL

?|2 � |AL
k |2 + |AR

?|2 � |AR
k |2

i
sin2 ✓K sin2 ✓l cos 2�

4
q

1
2Re(A

L
0AL⇤

k +AR
0 AR⇤

k ) sin 2✓K sin 2✓l cos�

5
p
2Re(AL

0AL⇤
? �AR

0 AR⇤
? ) sin 2✓K sin ✓l cos�

6s 2Re(AL
kAL⇤

? �AR
k AR⇤

? ) sin2 ✓K cos ✓l

7
p
2Im(AL

0AL⇤
k �AR

0 AR⇤
k ) sin 2✓K sin ✓l sin�

8
q

1
2Im(AL

0AL⇤
? +AR

0 AR⇤
? ) sin 2✓K sin 2✓l sin�

9 Im(AL⇤
k AL

? +AR⇤
k AR

?) sin2 ✓K sin2 ✓l sin 2�

10 1
3

⇥
|AL

S |2 + |AR
S |2

⇤
1

11
q

4
3Re(A

L
SAL⇤

0 +AR
SAR⇤

0 ) cos ✓K

12 �1
3

⇥
|AL

S |2 + |AR
S |2

⇤
cos 2✓l

13 �
q

4
3Re(A

L
SAL⇤

0 +AR
SAR⇤

0 ) cos ✓K cos 2✓l

14
q

2
3Re(A

L
SAL⇤

k +AR
SAR⇤

k ) sin ✓K sin 2✓l cos�

15
q

8
3Re(A

L
SAL⇤

? �AR
SAR⇤

? ) sin ✓K sin ✓l cos�

16
q

8
3Im(AL

SAL⇤
k �AR

SAR⇤
? ) sin ✓K sin ✓l sin�

17
q

2
3Im(AL

SAL⇤
? +AR

SAR⇤
? ) sin ✓K sin 2✓l sin�

5

FL = S1c       AFB = ¾ S6s



D*tn Control Samples

• D*-h+  for muon mis-identification
using D0(Kp), L(pp) to calibrate particle identification

• D*-µ- for combinatorial background

• Additional charged track at B vertex for D**
and partially reconstructed backgrounds in hadronic final states

• Additional neutral energy in ECAL about D* or t direction

• D*-Ds
+(KKp), D*-D+(Kpp), D*-D0(Kp) for double charm

• D*-Ds
+(3p), D*-D+(3p) for dominant backgrounds in t ® 3pn


