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Strategy of energy frontier program
• How can we maximize 

chance to see a new physics?
– Enhance the cross-section of new particle production 

• High energy of collisions
• Resonance in e+e- collider (e.g. KEKB, LEP … )

– Gain more opportunities 
• High luminosity

• LHC machine & LHC-ATLAS experiment:
– Pushing energy frontier and luminosity frontier
– Maximizing sqrt(s) up to 14 TeV

• Hard limit with available SC magnets
– Evolving luminosity with upgrade of systems
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Time-line of the LHC project
• LHC evolving the luminosity
– Successful physics runs with 7, 8, 13 TeV since 2010
– Staging upgrades to increase the LHC luminosity

• Long Shutdown 2 (2019 - 2020) for Run3 
• Long Shutdown 3 (2024 - 2026) for HL-LHC

– High-Luminosity LHC (HL-LHC) operational after 2026
• The luminosity will be 7.5 x design (~ 7.5 x 1034/cm2/s)
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New LINAC for injection

Linac 4: Negative hydrogen ion, 160MeV

Key technologies from machine side for HL-LHC
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Control the high density beams

More powerful dipole

New collimation system
60 out of existing 188 collimators 
will be replaced with new materials

15 - 20 new ones will be added
in dispersion suppressor regions 

Pair of 11 Tesla bending magnets with 
5.5m will replace 15m main dipoles 

(a few out of 1223 dipoles)

Niobium and Tin Superconducting magnet

Key technologies from machine side for HL-LHC
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For focusing at collision points
More powerful 
focusing magnets

SC RF Crab Cavities 

 
Figure 1-5: Behaviour of geometrical luminosity reduction factor vs. β* for a constant 
normalized beam separation with the indication of two operational points: nominal LHC and 
HL-LHC. The sketch of bunch crossing shows the reduction mechanism.  

Various methods can be employed to counteract at least partially this effect. The most efficient 
and elegant solution for compensating the geometric reduction factor is the use of special 
superconducting RF crab cavities, capable of generating transverse electric fields that rotate each 
bunch longitudinally by θc/2, such that they collide effectively head on, overlapping perfectly at the 
collision points, as illustrated in Figure 1-6. Crab cavities allow access to the full performance reach of 
the small β* values offered by the ATS scheme and the larger triplet quadrupole magnets. While the 
primary function of the crab cavities is to boost the virtual peak luminosity, they can also be used in 
combination with dynamic β* variation during the fill. This would allow optimization of the size of 
the luminous region and thus the pileup density through the fill. Finally, the Crab Cavities can be used 
to tilt the bunches in a direction perpendicular to the plane of crossing, providing pile-up control and 
an additional handle for luminosity levelling through the so called “crab-kissing” scheme. 

 

 
Figure 1-6: Effect of the crab cavity on the beam (small arrows indicate the torque on the bunch 
generated by the transverse RF field). 

The layout and main hardware modifications required to produce the parameters listed in Table 
1-1 are described in the chapter 2 of this report. 

Given the yearly and long-term operations schedule, the targets of 250 fb-1 per year and 3000 fb-

1 by the mid-2030s are very challenging.  If the performance of the HL-LHC can go beyond the design 
levelled luminosity value of Lpeak = 5×1034 cm-2s-1 then these targets become more reasonable. Indeed, 
all systems will be designed with some margin. If the behaviour of the machine is such as to allow the 
utilization of these margins, and if the upgraded detectors will accept a higher pile-up, up to 200, then 
the performance could eventually reach 7.5×1034 cm-2s-1 with levelling. With a performance of 300 fb-

1/year, this would allow almost 4000 fb-1 to be obtained by 2037, as shown in Figure 1-7. 
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12 Tesla quadrupole
(8 Tesla currently)

with niobium and tin SC

3.4 MV kick voltage
ultra-precise phase adjustment (0.001 degree)

Key technologies from machine side for HL-LHC
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HL-LHC parameters

transverse beam emittance is also shown and might be interesting for the HL-LHC operation in case 
the operation with high beam intensities results in unforeseen emittance blow-up. 

An upgrade should provide the potentiality of performance over a wide range of parameters, 
and eventually the machine and experiments will find the best practical set of parameters in actual 
operations. 

Beam current and brightness: the total beam current may be a hard limit in the LHC since 
many systems are affected by this parameter: RF power system and RF cavities; Collimation; 
Cryogenics; Kickers; Vacuum; beam diagnostics; QPS etc.  Radiation effects aside, all systems have 
been designed in principle for Ibeam= 0.86 A, the so-called “ultimate” beam current. However the 
ability to go to the ultimate limit is still to be experimentally demonstrated and the HL-LHC will need 
to go 30% beyond ultimate with 25 ns bunch spacing. 

For HL-LHC there is a need to increase the beam brightness, a beam characteristic that must be 
maximized at the beginning of the beam generation and then preserved throughout the entire injector 
chain and in LHC itself. The LIU project has as the primary objective of increasing the number of 
protons per bunch by a factor two above nominal design value while keeping the emittance at the 
present low value. 

 Table 1-1: High Luminosity LHC parameters.  

 

Parameter Nominal LHC 
(design report)

HL-LHC 25ns​ 
(standard)

HL-LHC 25ns           
(BCMS)

HL-LHC 50ns

Beam energy in collision [TeV] 7 7 7 7

Nb 1.15E+11 ​2.2E+11 ​2.2E+11 ​3.5E+11
nb ​2808 2748 2604 ​1404
Number of collisions in IP1 and IP5 2808 2736 1 2592 1404

Ntot 3.2E+14 6.0E+14 5.7E+14 4.9E+14

beam current [A] ​0.58 1.09 1.03 0.89
x-ing angle [μrad]​ 285 590 590 590
beam separation [σ] 9.4 12.5 12.5 11.4

β* [m] 0.55 ​0.15 ​0.15 ​0.15
εn [μm]​ 3.75 ​2.50 ​2.50 3

εL [eVs]​ 2.50 2.50 2.50 2.50

r.m.s. energy spread ​ ​1.13E-04 ​1.13E-04 ​1.13E-04 ​1.13E-04
r.m.s. bunch length [m] ​7.55E-02 ​7.55E-02 ​7.55E-02 ​7.55E-02
IBS horizontal [h] ​80 -> 106 18.5 18.5 17.2
IBS longitudinal [h] 61 -> 60 20.4 20.4 16.1
Piwinski parameter ​0.65 3.14 3.14 2.87
Geometric loss factor R0 without crab-cavity ​0.836 0.305 0.305 0.331
Geometric loss factor R1 with crab-cavity (0.981) 0.829 0.829 0.838
beam-beam / IP without Crab Cavity 3.1E-03 ​3.3E-03 ​3.3E-03 4.7E-03
beam-beam / IP with Crab cavity 3.8E-03 1.1E-02 1.1E-02 1.4E-02

Peak Luminosity without crab-cavity [cm-2 s-1] 1.00E+34 7.18E+34 6.80E+34 8.44E+34

Virtual Luminosity with crab-cavity: Lpeak*R1/R0   [cm-2 s-1] (1.18E+34) 19.54E+34 18.52E+34 21.38E+34

Events / crossing without levelling and without crab-cavity 27 198 198 454

Levelled Luminosity [cm-2 s-1] - ​5.00E+34 5 ​5.00E+34 2.50E+34

Events / crossing (with leveling and crab-cavities for HL-LHC) 27 138 146 135
Peak line density of pile up event [event/mm] (max over stable 
beams)

0.21 1.25 1.31 1.20

Leveling time [h] (assuming no emittance growth) - 8.3 7.6 18.0
Number of collisions in IP2/IP8 2808 2452/2524 7 2288/2396 04/1404

Nb at SPS extraction 2 1.20E+11 2.30E+11 2.30E+11 3.68E+11

nb / injection 288 288 288 144

Ntot / injection 3.46E+13 6.62E+13 6.62E+13 5.30E+13

εn at SPS extraction [μm]​ 3 3.40 2.00  < 2.00 6 2.30
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N = 2.2 x 1011 p/bunch
(1.2 x 1011 p/bunch at present)

b*en = 0.15 m x 2.50 µm
(0.55 m x 3.75 µm at present)
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Figure 1-3: Left: luminosity profile for a single long fill: starting at nominal peak luminosity 
(black line), with upgrade no levelling (red line), with levelling (blue line). Right: luminosity 
profile with optimized run time, without and with levelling (blue and red dashed lines), and 
average luminosity in both cases (solid lines).  

Because of the levelled luminosity limit, to maximize the integrated luminosity one needs to 
maximize the fill length. This can be achieved by maximizing the injected beam current. Other key 
factors for maximizing the integrated luminosity and obtaining the required 3 fb-1/day (see Figure 1-4) 
are a short average machine turnaround time, an average operational fill length which exceeds the 
luminosity levelling time, and good overall machine efficiency. The machine efficiency is essentially 
the available time for physics after downtime for fault recovery is taken into account. Closely related 
is the physics efficiency – the fraction of time per year spent actually providing collisions to the 
experiments. For the integrated luminosity the efficiency counts almost as much as the virtual peak 
performance. 

The HL-LHC with 160 days of physics operation a year needs a physics efficiency of about 
40%. The overall LHC efficiency during the 2012 run, without luminosity levelling, was around 37%. 
The requirement of an efficiency higher than the one of the present LHC, with a (levelled) luminosity 
five times the nominal one, will be a real challenge. The project must foresee a vigorous consolidation 
for the high intensity and high luminosity regime: the High Luminosity LHC must also be a high 
availability LHC. 

 
Figure 1-4: Luminosity cycle for HL-LHC with levelling and a short decay (optimized for 
integrated luminosity).  

 1.2.4 HL-LHC parameters and main systems for the upgrade 

Table 1-1 lists the main parameters foreseen for the high luminosity operation. The 25 ns bunch 
spacing is the baseline operation mode; however, 50 ns bunch spacing is kept as a possible alternative 
in case the e-cloud or other unforeseen effects undermine the 25 ns performance. A slightly different 
parameter set at 25 ns (BCMS: Bach Compression and beam Merging Scheme) with very small 

no level 
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85 mb. The detectors are also expected to handle a line density of pile up events of 1.3 events per mm 
per bunch crossing. ALICE and LHCb will be upgraded to operate at instantaneous luminosities of up 
to 2×1031 cm-2s-1 and 2×1033 cm-2s-1, respectively. 

The HL-LHC upgrade project aims to achieve a ‘virtual’ peak luminosity that is considerably 
higher than the maximum imposed by the acceptable event pile-up rate, and to control the 
instantaneous luminosity during the physics fill (“luminosity levelling”) so that the luminosity 
production can be sustained over longer periods to maximize the integrated luminosity. 

A simplified but realistic model of the luminosity evolution has been developed [2] taking into 
account the beam population Nbeam reduction due to the collisions (the so called “burn-off”) in nIP 
collision points with instantaneous luminosity Linst: 

𝑑𝑑𝑁𝑁beam

𝑑𝑑𝑑𝑑 = −𝑛𝑛IP𝜎𝜎tot𝐿𝐿inst 
(2-1) 

 

where σtot is the total hadron cross-section (here assumed to be 100 mb). No other sources of 
intensity reduction or emittance blow-up are considered in this model. Figure 2-1 shows the expected 
yearly integrated luminosity as a function of the ‘virtual’ peak luminosity for three different values of 
the luminosity at which levelling is performed (see 1.2.3). In this figure the corresponding optimum 
fill length Tfill (i.e. the length of time for each fill that will maximize the average luminosity 
production rate) is also shown. In order to estimate the annual integrated luminosity, we assume a 
minimum turn-around time Tturnaround of 3 hours (see Chapter 16), a scheduled physics time Tphysics for 
luminosity production of 160 days per year, with Nfills successful physics fills of duration Tfill, and a 
performance efficiency of 50% (in 2012 was 53.5%) where [3]: 

𝜂𝜂 = 𝑁𝑁fills
𝑇𝑇turnaround + 𝑇𝑇fill

𝑇𝑇physics
× 100% (2-2) 

 

In order to reach the goal of integrating 250 fb-1/year levelling must be performed at 
luminosities larger than 5×1034 cm-2s-1 and peak virtual luminosities of more than 20×1034 cm-2s-1. 
Furthermore, the performance efficiency must be at least 50% and the typical fill length must be 
comparable with the estimated optimum fill length (for comparison the average fill length during the 
2012 run was 6.1 hours). In this respect, levelling to higher luminosities will be beneficial because it 
would make it easier to reach and even exceed the integrated luminosity goal, with fill lengths 
comparable to the fill lengths of the 2012 run.  
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Expectation: 7.5 x 1034 /cm2/s 
with leveling at maximum

Luminosity leveling with respect to 
importance of stable detector operation
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200 simultaneous collisions!
Still big challenge even with leveling techniques

8

7.5 x 1034 /cm2/s 
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Challenges of the ATLAS
• New pileup robust detector system
– Distinguish interesting events 
from the other collisions
• New Inner Tracker (ITk)
• High Granularity Timing Detector (HGTD)

• New trigger DAQ system
– Taking advantage of recent commodity 
technologies (large FPGA, high-speed optic)
• High bandwidth readout DAQ system
• Sophisticated yet flexible trigger system

9
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Inner Tracker upgrade
• Requirements of Inner Tracker @ HL-LHC

– Keep performance of physics analysis by 
distinguishing interesting interactions from others 
• High granularity with large coverage
• High tracking efficiency in the high pileup environment

without problems of detector occupancy
– Radiation hardness, martial reduction in layout, cost, ..

• Full silicon inner tracker system (ITk) for HL-LHC

200 pileup collisions in 10 cm of beam luminous region
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Inner Tracker layout
Tracking efficiency 
suppression of fakes

Reduction of surface to save cost

5 pixel layers
• 5B ch
• 50 x 50 um2

(or 25 x 100 um2)
• 13 m2

4 doublet strip layers
• 50M ch
• 70-80 um strip
• 160 m2

Track quality cuts: 9 - 7 hits / track

11
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Tracking performance
• Efficiency (pT=10 GeV mono chromatic samples)
– For muons ~ 100%
– For pions/electrons ~ 90 - 98% 

• Control a fake rate
– A minimum 9 - 7 hits requirement
– Longer arms of silicon detectors and higher granularity 
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Significant reduction of material budget
• Successful material budget reduction

– Factor 5 reduction in the radiation lengths
with wider acceptance of detectors

– Benefit in performance of tracking and calorimetry for 
precise e/g reconstruction, as well as total ionization doses

HL-LHC ATLAS ITk DetectorCurrent ATLAS Inner Detector
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Vertexing performance
• Stable performance

up to 200 pileup
– 10um resolution in z

• Finding of interesting vertex
– Good performance in reconstruction

~200 collision /~100 mm

14
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Another dimension for vertexing
• Beam luminous region has 

a finite space-time spread
– ~ 4 cm in space & ~ 180 ps in time

with 1 sigma of standard deviation
• Additional pileup separation power 

with timing information for tracks

15
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Timing detector HGTD
• High-Granularity

Timing-Detector (HGTD)
– 2 double planer layers

• Pixel size: 1.3x1.3 mm2 

• Thickness 50um
– Coverage 2.4<|h|<4.0
– st ~ 30 - 50 ps per track

• Sensor ~ 25ps
– Intrinsic landau fluctuation

• Electronics ~ 25ps
• Clock ~ 10ps

• Better performance to 
identify jets from interesting
collisions by a factor of 2-4. 

Identification of jets from interesting vertex
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Trigger DAQ upgrade
• TDAQ system 

for HL-LHC ATLAS
– L0 hardware-based trigger
– EF software-based trigger  
– Permanent storage

• Upgrade highlights
– With high-tech commodity

• Modern FPGA
• High speed fiber optics

– Increased latency at L0
– Hardware tracking system

17



/22

Muon trigger upgrade
• Improvement with modern 

fiber optics and FPGAs
– High speed link with large 

bandwidth between frontend 
and backend electronics

– All binary hits of Thin Gap 
Cambers are sent to backend for 
every 40 MHz Bunch Crossings

– Sophisticated algorithm of 
triggering in the backend

7.3 TGC electronics upgrade

Figure 7.10: Schematic diagram of the TGC electronics system for 1/24 of the Big Wheel TGC (one
forward trigger sector and two endcap trigger sectors). The two numbers indicated in TGC cham-
bers are the number of wire channels (top) and the number of strip channels (bottom), respectively.
The corresponding numbers of ASD boards for wire channels and strip channels are indicated below
the arrows from chambers to PS boards.

7.3.1 Electronics system

In order to accommodate the longer trigger latency and the higher trigger rate, all the trig-
ger and readout electronics of the TGC except for the on-detector ASD boards will be re-
placed. Because of the difficult access, the twisted-pair copper cables between the ASD
boards and the current Patch-Panel ASIC and Slave ASIC (PS) boards need to remain in
place and will be re-used. A schematic diagram of the TGC electronics system for the
HL-LHC is shown in Fig. 7.10. One L0 endcap trigger and readout processor (sector lo-
gic blade) covers 1/24 of the Big Wheel TGC, comprising one forward trigger sector (FM
chambers) and two endcap trigger sectors (EM chambers). The segmentations of the trig-
ger sectors and the Regions of Interest (RoI) are the same as in the current trigger system.
All the hit signals discriminated by the ASD ASICs on the TGC chambers are sent to the
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8.4.1 Trigger Scheme and Performance
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Figure 8.14: Expected efficiency for the Level-0 muon trigger based on the loosened TGC coincidence
for 1.05 < |h| < 2.4. The values are estimated with a single muon MC sample, where a muon is
produced for an event randomly in h, f, and pT. No pile-up is involved. The red, blue, green, and
magenta plots are for pT thresholds of 20, 15, 10, and 5 GeV, respectively. The black plots show the
efficiency for offline track reconstruction.
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Figure 8.15: (a) Expected efficiency for the muon trigger based on TGC and NSW in the region
1.3 < |h| < 2.4 for a pT threshold of 20 GeV. The plots for the Run 1 scheme and a HL-LHC
scheme are shown. In the HL-LHC scheme, a looser coincidence, five (four) hits over seven (six)
layers for wires (strips) is used. The HL-LHC scheme provides a higher efficiency in the plateau
region with better rejection of low pT muons. (b) Expected efficiency for the muon trigger based
on a HL-LHC scheme with TGC and NSW for pT thresholds of 10, 15, and 20 GeV. No pile-up is
involved in the MC simulation.

193

7.3 TGC electronics upgrade

Figure 7.15: Block diagram of the new Phase-II PS board for the TGC.

Figure 7.16: Photo of the prototype of the new Phase-II PS board for the TGC.

231 18



/22

Muon trigger upgrade
• The longer latency at HW trigger allows to perform 

online full reconstruction of muons at L0 trigger 
– Addition of drift tubes (~ 700ns drift time) to hardware 

triggering logic to improve the precision
– Further control of trigger rate with a sharper turn-on curve
– Possibility of invariant mass reconstruction in trigger stage

8.6 MDT Trigger Processor
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Figure 8.26: Trigger efficiency in |h| < 2.4 as a function of pT measured by the offline reconstruc-
tion. A pT threshold of 20 GeV is assumed. The values are estimated with single-muon MC with
no pile-up. Figure (a) shows the efficiency for the angle difference, the sagitta, and the combination.
Figure (b) shows the efficiency with and without the MDT.
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Figure 8.27: Relative efficiency of the MDT trigger with respect to the RPC and TGC trigger as a
function of pT measured by the offline reconstruction. The values are estimated with single-muon
MC with no pile-up. The range pT < 4 GeV is not shown because of the large uncertainty due to
low statistics. Figures (a) and (b) for pT thresholds of 10 GeV and 20 GeV, respectively.
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8.6.6 Transverse Momentum Evaluation
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Figure 8.39: Performance plots for the segment finding with the AM approach at the endcap middle
station, evaluated with the single muon MC sample without the background hits. The left figure
shows the number of AM output before the road warrior algorithm runs, where different colours cor-
respond to different majority logic thresholds. The right figure shows the segment finding efficiency
at the same station as a function of pT of muon candidates reconstructed by the offline tool.

3. Fake efficiency: efficiency of finding segments not matched with the offline segments,
for single-muon MC samples with background hits expected under the HL-LHC con-
dition

4. Algorithm flexibility: flexibility of the algorithm to retain the exotic signatures such
as displaced vertices and slow particles

5. Latency: maximum latency of the MDT Trigger Processor depending on the hit rate
6. Capability to handle multiple RoIs: maximum number of RoIs that can be handled

simultaneously, as well as the expected deadtime depending on the RoI rates
7. Firmware implementation feasibility: feasibility of the firmware implementation in-

cluding the resource usage in FPGA
8. Cost: cost of chips, engineering, and algorithm development
9. Risk: risk on the availability of the chips and possible future change in the cost

10. Power consumption: power consumption depending on the RoI and MDT hit rates

8.6.6 Transverse Momentum Evaluation

For each RoI, the track fitter receives up to three segments from the three stations.1 It eval-
uates the transverse momentum pT with the variables described in Section 8.6.1.

The applicability of the different methods is mostly defined by the detector structure geo-
metry and the limited detector coverage in specific areas of the muon spectrometer in addi-
tion to the muon trigger acceptance. Using offline reconstructed muons of medium quality

1 In the transition region up to four stations may be crossed by a muon and can be handled.
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Online tracking capability
• Hardware Track Trigger (HTT) system
– Provide tracks to software triggers as an input
– Regional tracking runs at 1MHz, based on L0 objects

• 2 GeV, |h|<4.0
• Fast rejection for lepton 

trigger with feasibility of PV 
reconstruction

• Factor 5 rejection of 
fake electrons at the 
beginning of EF

– Global tracking at 100kHz
• 1 GeV, |h|<4.0
• Full event information
• Chance to implement sophisticated algorithms in future(a) Rate vs offline Emiss

T at which the trigger is 95%
efficient for various minimum track pT requirements
used in the vertex matching. The full |h| < 4.0
tracker coverage is used.
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Figure 6.19: Rate vs offline Emiss
T at which the trigger is 95% efficient for a Emiss

T trigger based
on the Emiss

T variable (20 GeV jets) which includes a track-based soft-term in the Event Filter using
gHTT.

Finally, Fig. 6.21a illustrates the impact of soft-term on the efficiency as a function of true
Emiss

T . However since analyses use the offline Emiss
T , Figure 6.21b shows the efficiency as a

function of offline Emiss
T for Hmiss

T and Emiss
T with a minimum track pT to 2 GeV. By definition,

the efficiency as a function of offline Emiss
T for the Emiss

T variable with a 1 GeV minimum track
pT is a step function at 200 GeV, so the shape of these curves shows the effect of raising the
minimum track pT to 2 GeV.

If the soft-term is excluded, a large area of the detector is still needed for tracking in order
to support the 20 GeV jet threshold. Figure 6.18 shows that for a Level-0 threshold efficient
at 200 GeV (130 GeV online), events have on average 13 jets with pT > 20 GeV.

6.8 Boosted-object Triggers

At Level-0, the Global Trigger will reconstruct R = 1.0 jets from topoclusters using the
anti-kt algorithm. The resulting performance for this trigger is shown in Fig. 6.22. The 422
topocluster-based jets outperform the gFEX jets give a threshold for 35 kHz of 365 GeV in-
stead of 380 GeV. In order to further reduce the threshold for the same rate, two selections
have been found to be very effective in Run 2 and can be implemented in the Global Trigger:
jet trimming [6.10] requires that sub-jets within the large-R jet have a minimum fraction of
the jet energy to be counted as part of the jet, and jet mass requires that the remaining con-
stituents have a minimum mass. Similar selections are used in offline analysis. Figure 6.23
shows the impact on the efficiency of these two selections on the Run 2 large-R jet trigger.
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factor 10-500 rejection of backgrounds 
with improved online MET (global HTT)
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Future system evolution

L1 tracking
on hardware 
trigger stage

Capability of Hardware Tracking System in Hardware 
triggering stage is reserved for further flexibility 

in case a possible new physics requires it 
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Conclusions
• LHC ATLAS experiment is in both 

high energy & high luminosity frontiers

• LHC upgrade 
– Machines compatible to luminosity 2 x 1035/cm2/s
– 7.5 x 1034 /cm2/s with luminosity leveling technique

• LHC-ATLAS upgrade 
– To keep physics capability with HL-LHC environment 

runs with 200 pileup collision events
• Pileup robust detector systems (ITk and HGTD)
• Flexible TDAQ system with latest technologies
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Muon trigger update2.1 Physics Signatures with Single-Electron and Single-Muon Triggers
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Figure 2.2: The integrated acceptance as a function of the single lepton pT threshold for four repres-
entative channels: W ! `n, H ! ttbb̄, tt, and a compressed spectrum SUSY model relevant for
“Well-tempered Neutralino” motivated models. The Phase-II TDAQ upgrade would enable lower-
ing the single lepton Level-0 threshold to 20 GeV from 50 GeV, the projected threshold without the
upgrade.

primary motivator for the Phase-II physics programme, also requires these single-electron
and single-muon thresholds to remain low.

Among the physics processes selected by the single-lepton triggers are tt production, in-
clusive W ! ln, HH ! ttbb̄ with at least one t ! e or µ, and electroweak SUSY signa-
tures with low-pT leptons. The acceptance for each of these four processes as a function of
the lepton pT threshold is shown in Fig. 2.2. The SUSY model is a “Well-tempered Neut-
ralino” model that is designed to be consistent with the dark matter relic density [2.1]. A
threshold of 20 GeV provides good acceptance for WH, tt, and c̃±

1 c̃0
2 ! W±c̃0

1Zc̃0
1 with

significant losses if the thresholds are raised to the no-upgrade scenario.

The search for non-resonant HH production and anomalous Higgs boson self-couplings are
key goals of the HL-LHC programme. Modification of the Higgs boson self-coupling can
lead to changes the cross-section of order unity [2.2]. Specially, because of destructive in-
terference removing the coupling approximately doubles the HH cross-section. Figure 2.3
shows the sensitivity of the search for HH ! ttbb̄, with one t ! e or µ and one t de-
caying hadronically, as a function of the offline lepton pT requirement which is determined
by the trigger threshold. The points in the figure show the estimated sensitivity based
on fully simulated signals and backgrounds scaling from the Run 2 result to the HL-LHC
luminosity and centre-of-mass energy of 14 TeV. The analysis also includes a data-driven
estimate of the jets misidentified as t leptons (fake-t background), which leads the result to
be limited by the required minimum lepton pT (27 GeV) corresponding to the Run 2 trigger
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