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How can we probe NP in this process?

Out[95]=

deviation HsLCombined result
(BaBar + Belle + LHCb)

SM prediction

B̄ ! D(⇤)⌧ ⌫̄

⇠ 4.0�

Three possible ways

　[1] measuring distributions

　[2] detecting collider signals

　[3] looking at correlations with other processes



[1]
Distributions

arXiv:1412.3761

Usage :　
   Distinguish NP type by looking at 
   difference in shape of q^2 distribution 

⌧

⌫

B̄ D(⇤)

q2 = (pB � pD(⇤))2



[[DDiissttrriibbuuttiioonnss]]

Possible NP scenario : 

LNP
e↵ ⌘ �2

p
2GFVcb CNPONP

・Vector (W’ vector, Vector Leptoquark)

OV1 = (c̄�µPLb)(⌧̄ �µPL⌫)
.

OV2 = (c̄�µPRb)(⌧̄ �µPL⌫)

OS1 = (c̄ PRb)(⌧̄PL⌫)
.

OS2 = (c̄ PLb)(⌧̄PL⌫)

・Scalar (Charged Higgs, Scalar Leptoquark)

・Tensor 

OT = (c̄�µ⌫PLb)(⌧̄�µ⌫PL⌫)

・“LQ specific” combination

CLQ1
⌘ CS2 = +4CT

.
CLQ2

⌘ CS2 = �4CT



TEST 

[[DDiissttrriibbuuttiioonnss]]

Evaluate required Belle2 luminosity
so that NP can be distinguished with 95%CL

・Assumption :   The current deviations in             remain in future

・Question :        “When” can we probe NP at Belle2 experiment ? 

・Approach :

RD(⇤)
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Figure 4: The RD(⇤)(q2) distributions, predicted in the SM (black) and various NP scenarios listed in

Section 2 : S
2

(blue), T (red), LQ
1

(green) and LQ
2

(cyan). The width of each curve is due to the

theoretical errors in the hadronic form factor parameters

In Fig. 4, for illustration, we show the RD(⇤)(q2) distributions, predicted for the five94

scenarios described in Section 2. The width of each curve is due to the theoretical errors95

in the hadronic form factor parameters, which are varied within ±1� ranges. The dis-96

tributions for the vector V
1,2 NP scenarios (with best fitted values of Wilson coe�cients97

CV1 = 0.16 and CV2 = 0.01 ± 0.60i respectively) have small theoretical uncertainties as98

in the SM, but are practically indistinguishable from the distribution of the tensor (LQ
1

)99

NP scenario for the D(D⇤) mode. Therefore we omit plotting them in Fig. 4.100

We find that RD(q2) is very sensitive to the scalar contribution and RD⇤(q2) is more101

sensitive to the tensor operator. Moreover, one can easily see from Figs. 3 and 4 that the102

theoretical uncertainties in RD(⇤)(q2) are significantly smaller than those of the di↵erential103

branching fractions. Hence, the RD(⇤)(q2) distributions provide a good test of NP in104

addition to R(D(⇤)).105

4 Discriminative potential at Belle II106

In order to demonstrate the discriminating power of RD(⇤)(q2), we simulate “experimental107

data” for the binned RD(⇤)(q2) distributions, assuming one of the scenarios, listed in108

Section 2, that can explain the observed deviation in R(D) and R(D⇤), and compare109

them with other various model predictions by calculating �2 defined in the following way:110

111

�2 =
NbinsX

i,j=1

(Rexp

i �Rmodel

i )(V exp + V model)�1

ij (R
exp

j �Rmodel

j ) , (9)

where i and j denote the q2-bin indices, V exp and V model are the experimental and the-112

oretical covariance matrices of the simulated “experimental data” and the tested model113

respectively. Here the binned Ri is defined as Ri = (N ⌧
i /N

`
i )f(q

2

i ) with f(q2i ) for shortness114

denoting purely kinematic factors introduced in Eq. (8), where N ⌧,`
i are the numbers of115

signal events in the ith bin for a given luminosity. We evaluate N ⌧,`
i for each benchmark116

scenario using the central values of the hadronic parameters.117

For model predictions, the uncertainties of the HQET hadronic form factors and the118

7

Distributions for the case that         = best fitted to the current results of CNP RD(⇤)
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TEST 

・Result : 
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Figure 1.3: The measured background-subtracted
and e�ciency-corrected q2 distributions for signal
events of B̄ ! D(⇤)⌧ ⌫̄ reported by BaBar [4].

Model

¯B ! D⌧ ⌫̄ ¯B ! D⇤⌧ ⌫̄ ¯B ! (D + D⇤
)⌧ ⌫̄

SM 54% 65% 67%

V1 54% 65% 67%

V2 54% 65% 67%

S2 0.02% 37% 0.1%

T 58% 0.1% 1.0%

LQ1 13% 58% 25%

LQ2 21% 72% 42%

Table 1.3: Maximum p values for the NP scenarios
obtained from the fit to the BaBar data of q2

distribution given in Fig. 1.3.

distributions are useful to test the NP scenarios.
The above analysis will be improved as data

will be accumulated at Belle II. A discriminative
potential of q2 distributions is discussed with the
use of the following quantities [25]:

RD(⇤)(q2) ⌘ dB(B̄ ! D(⇤)⌧ ⌫̄)/dq2

dB(B̄ ! D(⇤)`⌫̄)/dq2

ND(⇤)(q2) ,

(1.11)

where the normalization ND(⇤)(q2) (to avoid rapid
suppression of the phase spaces at q2 = m2

⌧ ) is de-
fined in Ref. [25]. Here, we consider to see whether
we can distinguish the NP scenarios by measuring
RD(⇤)(q2) in the case that the present status of
the anomalies on the integrated quantities, RD(⇤) ,

remains in future. In order to see this, we simulate
“experimental data” for RD(⇤)(q2) assuming one of
the NP scenarios that can explain the present val-
ues of RD(⇤) and compare them with other NP
scenarios. The q2 distributions are binned as given
in Fig. 1.3 by BaBar. Statistical uncertainties in

L [fb�1]
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(20560)
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(4110)
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Table 1.4: Luminosity required to discriminate
various simulated “data” and tested model at
99.9% C.L. using RD(⇤)(q2) (or RD(⇤) in paren-
theses). (–) indicates that it is impossible to dis-
criminate data and model.

each bin of RD(⇤)(q2

i ) are approximately described
by

�statRD(⇤)(q2

i ) ⇠
1p

NB ¯B✏⌧
i

pB⌧
i

B`
i

ND(⇤)(q2

i ) ,

(1.12)

where NB ¯B = L ⇥ �(e+e� ! BB̄) is the num-
ber of produced BB̄ pairs for an integrated lu-
minosity, B⌧(`)

i are the partial branching ratios
of B̄ ! D(⇤)⌧ ⌫̄ (B̄ ! D(⇤)`⌫̄) for the i-th bin,
and ✏⌧

i denotes the e�ciency for the signal process
B̄ ! D(⇤)⌧ ⌫̄. In the following test, the total ex-
perimental uncertainty (including systematic one)
is assumed as �expRD(⇤)(q2

i ) = 2�statRD(⇤)(q2

i ) and
then the e�ciency is taken universally as ✏⌧

i = 10�4.
Theoretical uncertainties are correlated between
the q2 bins and then taken as appropriate.

Given the above setup, we evaluate required
luminosities so that we can discriminate simulated
data and the NP scenarios by measuring RD(⇤)(q2)
at 99.9% CL. The result is shown in Table 1.4. As
a comparison, we also show results obtained by
measuring RD(⇤) in the parentheses. One can see
that some cases of “data”-model, such as “S

2

”-T or
“S

2

”-V
1,2, require only ⇠ 500 fb�1 and thus can be

already tested by RD(⇤)(q2) using the present data
while it is not the case for RD(⇤) . One also finds that
we need 1 – 6 ab�1 to test the LQ scenarios, which
will be achieved at the early stage of Belle II as is

8

for q^2 distribution

(for           )RD(⇤)
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Figure 1.3: The measured background-subtracted
and e�ciency-corrected q2 distributions for signal
events of B̄ ! D(⇤)⌧ ⌫̄ reported by BaBar [4].

Model

¯B ! D⌧ ⌫̄ ¯B ! D⇤⌧ ⌫̄ ¯B ! (D + D⇤
)⌧ ⌫̄

SM 54% 65% 67%

V1 54% 65% 67%

V2 54% 65% 67%

S2 0.02% 37% 0.1%

T 58% 0.1% 1.0%

LQ1 13% 58% 25%

LQ2 21% 72% 42%

Table 1.3: Maximum p values for the NP scenarios
obtained from the fit to the BaBar data of q2

distribution given in Fig. 1.3.

distributions are useful to test the NP scenarios.
The above analysis will be improved as data

will be accumulated at Belle II. A discriminative
potential of q2 distributions is discussed with the
use of the following quantities [25]:

RD(⇤)(q2) ⌘ dB(B̄ ! D(⇤)⌧ ⌫̄)/dq2

dB(B̄ ! D(⇤)`⌫̄)/dq2

ND(⇤)(q2) ,

(1.11)

where the normalization ND(⇤)(q2) (to avoid rapid
suppression of the phase spaces at q2 = m2

⌧ ) is de-
fined in Ref. [25]. Here, we consider to see whether
we can distinguish the NP scenarios by measuring
RD(⇤)(q2) in the case that the present status of
the anomalies on the integrated quantities, RD(⇤) ,

remains in future. In order to see this, we simulate
“experimental data” for RD(⇤)(q2) assuming one of
the NP scenarios that can explain the present val-
ues of RD(⇤) and compare them with other NP
scenarios. The q2 distributions are binned as given
in Fig. 1.3 by BaBar. Statistical uncertainties in
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theses). (–) indicates that it is impossible to dis-
criminate data and model.
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where NB ¯B = L ⇥ �(e+e� ! BB̄) is the num-
ber of produced BB̄ pairs for an integrated lu-
minosity, B⌧(`)

i are the partial branching ratios
of B̄ ! D(⇤)⌧ ⌫̄ (B̄ ! D(⇤)`⌫̄) for the i-th bin,
and ✏⌧

i denotes the e�ciency for the signal process
B̄ ! D(⇤)⌧ ⌫̄. In the following test, the total ex-
perimental uncertainty (including systematic one)
is assumed as �expRD(⇤)(q2

i ) = 2�statRD(⇤)(q2

i ) and
then the e�ciency is taken universally as ✏⌧

i = 10�4.
Theoretical uncertainties are correlated between
the q2 bins and then taken as appropriate.

Given the above setup, we evaluate required
luminosities so that we can discriminate simulated
data and the NP scenarios by measuring RD(⇤)(q2)
at 99.9% CL. The result is shown in Table 1.4. As
a comparison, we also show results obtained by
measuring RD(⇤) in the parentheses. One can see
that some cases of “data”-model, such as “S

2

”-T or
“S

2

”-V
1,2, require only ⇠ 500 fb�1 and thus can be

already tested by RD(⇤)(q2) using the present data
while it is not the case for RD(⇤) . One also finds that
we need 1 – 6 ab�1 to test the LQ scenarios, which
will be achieved at the early stage of Belle II as is
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How to see the table : 　ex) “data” = V1　
If q^2 data looks like that for V1 prediction, 
we can distinguish [the data] with [S2 model] 
when Belle2 accumulates 500fb^-1 data

for q^2 distribution

(for           )RD(⇤)
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Figure 1.3: The measured background-subtracted
and e�ciency-corrected q2 distributions for signal
events of B̄ ! D(⇤)⌧ ⌫̄ reported by BaBar [4].

Model

¯B ! D⌧ ⌫̄ ¯B ! D⇤⌧ ⌫̄ ¯B ! (D + D⇤
)⌧ ⌫̄

SM 54% 65% 67%

V1 54% 65% 67%

V2 54% 65% 67%

S2 0.02% 37% 0.1%

T 58% 0.1% 1.0%

LQ1 13% 58% 25%

LQ2 21% 72% 42%

Table 1.3: Maximum p values for the NP scenarios
obtained from the fit to the BaBar data of q2

distribution given in Fig. 1.3.

distributions are useful to test the NP scenarios.
The above analysis will be improved as data

will be accumulated at Belle II. A discriminative
potential of q2 distributions is discussed with the
use of the following quantities [25]:

RD(⇤)(q2) ⌘ dB(B̄ ! D(⇤)⌧ ⌫̄)/dq2

dB(B̄ ! D(⇤)`⌫̄)/dq2

ND(⇤)(q2) ,

(1.11)

where the normalization ND(⇤)(q2) (to avoid rapid
suppression of the phase spaces at q2 = m2

⌧ ) is de-
fined in Ref. [25]. Here, we consider to see whether
we can distinguish the NP scenarios by measuring
RD(⇤)(q2) in the case that the present status of
the anomalies on the integrated quantities, RD(⇤) ,

remains in future. In order to see this, we simulate
“experimental data” for RD(⇤)(q2) assuming one of
the NP scenarios that can explain the present val-
ues of RD(⇤) and compare them with other NP
scenarios. The q2 distributions are binned as given
in Fig. 1.3 by BaBar. Statistical uncertainties in
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Table 1.4: Luminosity required to discriminate
various simulated “data” and tested model at
99.9% C.L. using RD(⇤)(q2) (or RD(⇤) in paren-
theses). (–) indicates that it is impossible to dis-
criminate data and model.
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where NB ¯B = L ⇥ �(e+e� ! BB̄) is the num-
ber of produced BB̄ pairs for an integrated lu-
minosity, B⌧(`)

i are the partial branching ratios
of B̄ ! D(⇤)⌧ ⌫̄ (B̄ ! D(⇤)`⌫̄) for the i-th bin,
and ✏⌧

i denotes the e�ciency for the signal process
B̄ ! D(⇤)⌧ ⌫̄. In the following test, the total ex-
perimental uncertainty (including systematic one)
is assumed as �expRD(⇤)(q2

i ) = 2�statRD(⇤)(q2

i ) and
then the e�ciency is taken universally as ✏⌧

i = 10�4.
Theoretical uncertainties are correlated between
the q2 bins and then taken as appropriate.

Given the above setup, we evaluate required
luminosities so that we can discriminate simulated
data and the NP scenarios by measuring RD(⇤)(q2)
at 99.9% CL. The result is shown in Table 1.4. As
a comparison, we also show results obtained by
measuring RD(⇤) in the parentheses. One can see
that some cases of “data”-model, such as “S

2

”-T or
“S

2

”-V
1,2, require only ⇠ 500 fb�1 and thus can be

already tested by RD(⇤)(q2) using the present data
while it is not the case for RD(⇤) . One also finds that
we need 1 – 6 ab�1 to test the LQ scenarios, which
will be achieved at the early stage of Belle II as is
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How to see the table : 　ex) “data” = V1　
If q^2 data looks like that for V1 prediction, 
we can distinguish [the data] with [S2 model] 
when Belle2 accumulates 500fb^-1 data

・Found : 

Measuring q^2 distribution with ～5ab^-1 

can identify NP type for almost all cases

for q^2 distribution

(for           )RD(⇤)



[2]
Collider signal

arXiv: 1603.05248

Model dependent

Scalar LQ

b

c
⌧

⌫

p p

Usage :　
   Directly detect NP signal at LHC,  
   consistent with the          anomaly RD(⇤)



Scalar Leptoquark

[[CCoolllliiddeerr  ssiiggnnaall]]

・Lagrangian 

LLQ =
⇣
gij
L Q

c,i

L (i�2)L
j
L + gij

R uc,i
R `jR

⌘
S1

・B̄ ! D(⇤)⌧ ⌫̄

b

c

⌫⌧

⌧S1g33
L

g23
R

Minimum setup to address the anomaly :

g33
L g23⇤

R

M2
S1

' �0.5CSM

⇣
CSM = 2

p
2GFVcb

⌘

・Decay process

g33
L : S1 ! b⌫⌧ , t⌧ g23

R : S1 ! c⌧



[[CCoolllliiddeerr  ssiiggnnaall]]

LQ production at the LHC

・Pair production due to QCD 

・Possible signal pattern 

QCD
p

p

S1

S⇤
1

� ⇠ 10 fb

(for MS1 = 1TeV)

(independent of gL,R)

pp ! S1S
⇤
1 !

8
>>>>><

>>>>>:

(t⌧ )(t⌧ )

(b⌫)(b⌫)

(c⌧ )(c⌧ )
...

Detailed cut analyses 
for these two signals
are available 
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Detailed cut analyses

[ATLAS-COM-PHYS-2014-555]

SUSY sbottom search
can be applied

(b⌫)(b⌫)

[CMS, arXiv:1408.0806]

    LQ search by
can be referred

(c⌧ )(c⌧ )
(b⌧ )(b⌧ )

c-jet tagging rate 
has to be implemented

“ideal”         [arXiv:1505.06689]

“robust”     [arXiv:1501.01325]

“another”  [ATLAS-PHYS-2015-001]

✏c!c = 50%, ✏b!c = 20%, ✏light!c = 0.5%

✏c!c = 19%, ✏b!c = 13%, ✏light!c = 0.5%

✏c!c = 40%, ✏b!c = 25%, ✏light!c = 10%

Just follow 
the same analyses

for the case of
M�̃0

1
= 0
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Detailed cut analyses
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Collider limit with respect to the B anomaly

Blue ：                  

Red  ：                  

pp ! S1S
⇤
1 ! (b⌫)(b̄⌫̄)

pp ! S1S
⇤
1 ! (c⌧ )(c̄⌧̄ )

✔ c-jet tagging is significant 
   to search S1 leptoquark
   motivated by R(D(*))

✔ Improvement of c-tagging 
   is still significant 
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[3]
Correlation

arXiv: 1609.09078

Usage :　
   Identify NP model by looking at 
   correlations with other processes 

⌧

⌫
B̄ D(⇤)

B̄ K(⇤)

µ+

µ�



[[CCoorrrreellaattiioonn  wwiitthh  ootthheerrss]]

Deviations from SM in 

Observable 1. RK = �(B̄ ! Kµ+µ�)
.
�(B̄ ! Ke+e�)

SM : 1 ± O(0.01)

LHCb : 0.745+0.090
�0.074 ± 0.036

⇠ 2.6� 1406.6482 (LHCb)

Observable 2.   Angular analyses of B̄ ! K⇤`+`�

⇠ 4.0�

1308.1707    (LHCb)
1512.04442 (LHCb)
1604.04042 (Belle)
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Figure 6: The CP -averaged observables in bins of q2, determined from a maximum likelihood fit
to the data. The shaded boxes show the SM predictions based on the prescription of Ref. [19].
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Including all,

Observable 3.   Angular analyses of B̄s ! � `+`�

⇠ 3.5�
1305.2168    (LHCb)
1506.08777 (LHCb)

b ! sµ+µ�
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Viable explanation to address the two anomalies
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Third generation LH fermions: 
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Mixing structure correlates the processes 
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Mixing structure correlates the processes 

Le↵ � �
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Significant constraints 
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µ
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Bs-
¯Bs mixing

Mass difference of Bs : 

[PDG 2016]

�Ms = (17.76 ± 0.02) ps�1

⌧ ! 3µ

Upper limit of Br : Br < 2.1 ⇥ 10�8 (90%CL)

[PDG 2016]

+ · · ·
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[[CCoorrrreellaattiioonn  wwiitthh  ootthheerrss]]

Constraints = Prediction 

Bs-
¯Bs mixing

±3� allowed for the RD(⇤) anomaly

±3� for the b ! sµµ anomaly

⌧ ! 3µ

See also Alakabha’s talk
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[[CCoorrrreellaattiioonn  wwiitthh  ootthheerrss]]

Constraints = Prediction 

Bs-
¯Bs mixing

±3� allowed for the RD(⇤) anomaly

±3� for the b ! sµµ anomaly

⌧ ! 3µ

See also Alakabha’s talk

Barely viable!
   = pretty much predictive

RK ' 0.9 (ex. RSM
K = 1)

RD(⇤) ' RSM
D(⇤)

⌧ ! 3µ : just below limit



Summary



How can we probe NP in this process?

Out[95]=

deviation HsLCombined result
(BaBar + Belle + LHCb)

SM prediction

B̄ ! D(⇤)⌧ ⌫̄

⇠ 4.0�

Three possible ways

　[1] measuring distributions

　[2] detecting collider signals

　[3] looking at correlations with other processes



[1]
Distributions

arXiv:1412.3761

Usage :　
   Distinguish NP type by looking at 
   difference in shape of q^2 distribution 

⌧

⌫

B̄ D(⇤)

q2 = (pB � pD(⇤))2



[2]
Collider signal

arXiv: 1603.05248

Model dependent

Scalar LQ

b

c
⌧

⌫

p p

Usage :　
   Directly detect NP signal at LHC,  
   consistent with the          anomaly RD(⇤)



[3]
Correlation

arXiv: 1609.09078

Usage :　
   Identify NP model by looking at 
   correlations with other processes 

⌧

⌫
B̄ D(⇤)

B̄ K(⇤)

µ+

µ�


